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ON A THEOREM OF HSU AND ROBBINS 
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Syracuse University 

Let f&r>, Ah>, * - - be an infinite sequence of measurable functions defined 
on a measure space X with measure m, m(X) = 1, all having the same distribu- 
tion function G(1) = m(x; fk(x) I t). In a recent paper Hsu and Robbins’ 
prove the following theorem: Assume that 

s 

co 
(1) t dG(t) = 0, 

-d 

s 

111 
- t” dG(t) < 00. 

Denote by S,, the set (x; 1 ~ji(x)~@> n), and put M, = m(S,). Then 2 M, 

converges. 

It is clear that the same holds if 1 $fk(x) 1 > n is replaced by I$ fx{x) I> c-n 

(replace fk(x) by c.fk(x)). 
It was conjectured that the conditions (1) and (2) are necessary for the 

convergence of 2 M, . Dr. Chung pointed it out to me that in this form the 

conjecture is ina”zurate; to see this it suffices to put fk(x) = :(l + rk(x)) where 
Q(Z) is the kth Rademacher function. Clearly If&r) 1 < 1; thus M, = 0, 

thus 2 M,, converges, but 
s 

00 
t dG(t) # 0. On the other hand we shall show 

n-l 
in the present note that the cozjecture of Hsu and Robbins is essentially correct. 
In fact we prove 

THEOREM I. The necessary and m&at condition for the convergence of 

2 M, is that 

(1’) 

and (2) should hold. 
In proving the sufficiency of Theorem I, we can assume without loss of gener- 

ality that (1) holds. It suffices torepIacefk(x) by (fk(x) - C) where C = [ItdG(t). 

The following proof of the sufficiency of Theorem I (in other words essentially for 
the theorem of Hsu and Robbins) is simpler and quite different from theirs. 
Put 

(3) ai = 4x; If&) I > 2”), 

1 Proc. Nat. Acad. Sciences, 1947, pp. 25-31. 
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since the fk’s all have the same distribution, ai clearly does not depend on k. 
We evidently have 

Thus (2) is equivalent to 

(4) 

for at least two k~ 5 n, ka 5 n), 

where the dash indicates that the k with 1 f&?(x) ] > n”’ are omitted. We 
evidently have 

fj 
n 

c p u fp u fy3’ 
?a 7k n . 

For if x is not in S, (I) U S?’ U SP’, then clearly 

Thus to prove the convergence of n$ M, it will suffice to show that 

(5) 

From (3) we obtain that m(Sa’) 5 12. ai- < 2’+‘. ~2~2 . Thus from (4) 

From (4) we evidently have that for large u 

m(x; Ifkb) 1 > u) < 1/u2- 

Thus since the f’s are independent and have the same distribution function it 
follows that for sufficiently large n, 

mCX?> 5 C dx; 1 fklb> 1 > n”‘, 1 jk2b> 1 > n4’5) 
lSkl<k21 n 

5 m(x; Ifi(x>I > n”“), m(x; 1 fib) 1 > n4’5) < n2-nT16'5 = ~2~~‘~. 

Hence 

(7) 
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Put 

or 

W) m(SS’) < c4n-(“‘). 

Thus finally from (6), (7) and (10) we obtain (5) and this completes the proof 
of the sufficiency of Theorem I. 

‘Clearly the J?(z) are independent and have the same distribution function 
G+(t). Put 

@> s 
* t c%-+(t) = E, g!%(x) = f:(x) - e. 

--m 

We have from (8) that 
J gkb) dm =O,andby(l)that~+Oasn+~. We 

X 

evidently have 

i (odd)” dm = L$ &G> h + 6 L lsk~isn s%> .s"rb> dm. 

Now since max 1 g.&) 1 < n4’5 f e, 

i X 
g:(x) dm < (TL~‘~ -I- 4’ * x g:(x) dm < CI.TL”‘~, 

s 

and 

s gX4 Y&G> dm = 
X 

[ g.FXx) dm J, sib> dm < cl - 
X 

Thus 

L (& g.G))’ dm < cs n13’5. 

Hence 

co m(x;i $q.(x) [ > n/16) < c~TJ-(“~). 

Thus from (8), (9), If$(x) 1 < 1 gk(x) 1 + l/16 (for e < l/16) and n/S < lf2 

we have 

2’-‘) = m(x;I $j$(cc) / > 2,‘) 

< m(x; j ggk(x) / > n/16) < c4nd(“5), 
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Next we prove the necessity of Theorem I, in other words we shall show that if 

2 M, converges then (1’) and (2) hold. 
n-1 

First we prove (2). The following proof was suggested by Dr. Chung, who 
simplified my original proof. By a simple rearrangement we see that (2)is 
equivalent to 

for any c > 0; while 

02) 

is equivalent to 

s 
= ] t ] dG(t) < 00 
m 

03) $1 J;t,>.. dG(t) < O” 
for any c > 0. Now we have clearly, 

cz; I f*(z) I > 2%) c &t-l u s, . 
Hence 

= J;I,>P dG(t) $ c (m(Sn-1) + m 6%)) < 03. 
n n n 

Thus we obtain (12). Since the terms of this series is non-increasing it follows 
that 

04) n 
s 

dG(t) + 0. 
ltl>2n 

Our assumption being that Z: M, < ~0 me have M, -+ 0 as n -+ co. It follows 
that there is a constant p > 0 independent of k and n such that 

Now, writing set intersections as products, we have 

Writing this for a moment as 

6 (Rk Tk) c s, , 
k=l 
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where Rk = (z; 1 f,(z) 1 > 2n) etc. and denoting by R’ the complement of R, 
we have 

M, = 

= 

= 

> = 

> = 

> = 

2 

m 
(= 

k61 (RI TI)’ . . * (RF+-l Td’ Rk T,t 
> 

& m((& TJ - * - (RH Tk--l)’ Rk !!‘A 

g m(Ri - - * Rhx Rk Tk) 

g {m(Rk.Tb) - m((R1 U *. - U &--1)&)) 

g {m(TJ - (k - l>mWMRk) 1 

nm(RJJm(R31 kgI b - &))m(Rk). 

by (14) since m(R1) = iI,>.. dG(t), nm(Rd -+ 0 as n + 00. 

Thus 

dG(t) I ;cMn < w. 
R 

Hence we have (1 l), which is equivalent to (2). The proof of (1’) is quite easy. 
By virtue of (2) we can put 

s 

00 
tG(t) = C. 

-01 

If C > 1, then it follows from (2) and Tschebycheff inequality that M, + 1 as 
72 + 00, thus C 5 1. But if C = 1, we conclude from (2) and the central limit 
theorem that N, does not tend to 0. Hence C < 1, and (1’) is proved. 

By similar methods we can prove the following results: Let 2 < c < 4. Put 

Then the necessary and sufficient condition for the convergence of 2 M? 
k-1 
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is that 

291 

s 00 tdG(t) = 0, 
01 I :Ifl’dG(t) < ~0. 

If c < 2 then the necessary and suflioient condition for the convergence of 

$M!“isthat f:Itj’dG(t) < Q). 

Finally we can prove the following result: Assume that 1: t dG(t) = Oand 

s - t* dG(t) < a. Then there exists a constant t so that 
00 

(171 $I m [s; ( & f&l 1 > n”’ . (log 4’1 < 00. 

The c&8e of the Rademacber functions shows that (17) can not be improved 
very much, in fact only the value of T could be improved. 


