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1. Introduction. Let $A$ be an arbitrary set of positive integers (finite or infinite) other than the empty set or the set consisting of the single element unity*. Let $p(n)=p_{A}(n)$ denote the number of partitions of the integer $n$ into parts taken from the set $A$, repetitions being allowed. In other words, $p(n)$ is the number of ways $n$ can be expressed in the form $n_{1} a_{1}+n_{2} a_{2}+\ldots$, where $a_{1}, a_{2}, \ldots$ are the distinct elements of $A$ and $n_{1}, n_{2}, \ldots$ are arbitrary non-negative integers. In this paper we shall prove that $p(n)$ is a strictly increasing function of $n$ for sufficiently large $n$ if and only if $A$ has the following property (which we shall subsequently call property $P_{1}$ ): $A$ contains more than one element, and if we remove any single element from $A$, the remaining elements have greatest common divisor unity.

We shall obtain this result as a special case of the following more general one. Let $k$ be any integer and suppose we define $p^{(k)}(n)=p_{A}^{(k)}(n)$ by the formal power-series relation

$$
\begin{align*}
f_{k}(X) & =\sum_{n=0}^{\infty} p^{(k)}(n) X^{n}=(1-X)^{k} \sum_{n=0}^{\infty} p(n) X^{n} \\
& =(1-X)^{k} \prod_{a \in A}\left(1-X^{a}\right)^{-1} . \tag{1}
\end{align*}
$$

Thus $p^{(k)}(n)$ is the $k$-th difference of $p(n)$ if $k>0, p(n)$ itself if $k=0$, and the $(-k)$-th order summatory function of $p(n)$ if $k<0$. For $k \geqslant 0$, we shall prove in the sequel that $p^{(k)}(n)$ is positive for all sufficiently large positive integers $n$ if and only if $A$ has the following property, which we shall call property $P_{k}$ : There are more than $k$ elements in $A$, and if we remove an arbitrary subset of $k$ elements from $A$, the remaining elements have greatest common divisor unity. When $k=0$, this reduces to the well-known result ([3], [6]) that $p^{(0)}(n)=p(n)$ is positive for all sufficiently large $n$ if and
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only if the elements of $A$ have greatest common divisor unity. When $k=1$, it is the result stated in the preceding paragraph.

Although we are primarily interested in positive values of $k$, we shall find it convenient to agree that when $k$ is a negative integer any set $A$ has property $P_{k}$. Then the italicized assertion is trivially true for negative $k$.

Note that if $A$ has property $P_{k}$, it must actually contain at least $k+2$ elements. We remark also that $A$ has property $P_{k}$ if and only if the following assertion holds for every prime number $p$ : there are at least $k+1$ elements of $A$ which are not multiples of $p$. In particular, if $A$ has the property that for every prime number $p$ there are infinitely many elements of $A$ not divisible by $p$, then $A$ has property $P_{k}$ for arbitrary $k$.

The proof that property $P_{k}$ is a necessary condition for $p^{(k)}(n)$ to be positive for large $n$ is a straightforward argument with power series (§2). The sufficiency is proved in the following stages. First (§3), we prove it for the case in which $A$ is finite by using the partial fraction decomposition of the generating function $f_{k}(X)$. Second ( $\S 4$ ), we prove that in any case $p(n)=o\left(p^{(-1)}(n)\right)$ as $n$ increases. Third (§5), we prove sufficiency for the case where $A$ is infinite by using these two results. Actually, under the assumption of property $P_{k}$ we shall prove much more than the mere positivity of $p^{(k)}(n)$ for large $n$ and shall include the case of negative $k$ in our theorems for completeness ( $\$ 6$ ). However, all the arguments used are essentially elementary. We conclude the paper with a discussion (§7) of the relative orders of magnitude (as functions of $n$ ) of $p^{(k)}(n)$ and $p^{(k+1)}(n)$.

Our attention was drawn to the problems discussed in this paper by remarks of various authors ([4], [5], [6]) on the usefulness of knowing that $p(n)$ is an increasing function of $n$ for large $n$. In particular, the application of Ingham's Tauberian theorem for partitions becomes considerably simpler in that situation. By our results this holds if and only if $A$ has property $P_{1}$. However, it follows from the corollary after our Theorem 6 (in the case $k=0$ ) that actually property $P_{0}$, namely, that the elements of $A$ have greatest common divisor unity, would be sufficient for the purpose of applying Ingham's theorem. This remark has been made previously by Auluck and Haselgrove in [1].

All our theorems refer to the behaviour of $p^{(k)}(n)$ for sufficiently large $n$. The behaviour of $p^{(k)}(n)$ for small $n$ can be rather erratic, since it depends on the arithmetic properties of the smaller members of $A$ rather than on the arithmetic properties of $A$ as a whole. In particular, if $k>1$ it is impossible for $p^{(k)}(n)$ to be positive for all non-negative $n$, since $p^{(k)}(1) \leqslant 1-k$.

For partitions into distinct parts the questions analogous to those discussed in this paper are much more difficult. The reason for this is that, in the case of distinct parts, these questions become trivial for finite sets and it is not possible to use the finite case to attack the general case,
as we have done in this paper. However, a rather broad sufficient condition for monotonicity is given by Roth and Szekeres in [10].

Throughout this paper small Latin letters denote (rational) integers.

## 2. Necessity of property $P_{k}$.

Theorem 1. If $k \geqslant 2$ and if $p^{(k)}(n)$ is non-negative for all sufficiently large $n$, then $A$ has property $P_{k}$. If $p^{(1)}(n)$ is non-negative for all sufficiently large $n$, then either $A$ has property $P_{1}$ or $A$ contains the element 1.

Proof. Suppose $k>0$ and $A$ is such that $p^{(k)}(n)$ is non-negative for all sufficiently large $n$. Since the empty set and the set consisting of the single element 1 have been excluded from consideration, it follows from (1) that $f_{k}(X)$ is not a polynomial. Thus $p^{(k)}(n)$ is positive for infinitely many $n$ and so $f_{k}(X) \rightarrow+\infty$ as $X$ approaches 1 from below. Thus $A$ must contain more than $k$ elements, since otherwise $f_{k}(X)$ would be a rational function which, when expressed in reduced form, has a denominator not divisible by $1-X$. Suppose that $B=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ is an arbitrary subset of $A$ having exactly $k$ elements and let $d$ be the greatest common divisor of the elements of $A-B$. Then the left-hand side of the identity

$$
\begin{equation*}
\prod_{a \varepsilon A-B}\left(1-X^{a}\right)^{-1}=f_{k}(X) \prod_{m=1}^{k}\left(1+X+X^{2}+\ldots+X^{a_{m}-1}\right) \tag{2}
\end{equation*}
$$

is expressible as a power-series in $X^{d}$. On the right-hand side of (2), the power-series for $f_{k}(X)$ has non-negative coefficients from some point on and an infinite number of positive coefficients, while the coefficient of $X$ in the expansion of

$$
\prod_{m=1}^{k}\left(1+X+X^{2}+\ldots+X^{a_{m}-1}\right)
$$

is positive unless $k=1=a_{1}$. Thus, unless $k=1$ and $A$ contains the element 1 , the right-hand side of (2) has infinitely many pairs of consecutive coefficients both of which are positive, so that $d$ must be 1 . Hence, unless $k=1$ and $A$ contains 1, $A$ must have property $P_{k}$. Accordingly Theorem 1 is proved.

Theorem 2. For arbitrary $k$, if $p^{(k)}(n)$ is positive for all sufficiently large $n$, then $A$ has property $P_{k}$.

Proof. The theorem is vacuous if $k<0$ and follows immediately from Theorem 1 either if $k>1$ or if $k=1$ and $A$ does not contain the element 1. If $k=1$ and $A$ contains 1 ,

$$
f_{1}(X)=\prod_{a \& A, a \neq 1}\left(1-X^{a}\right)^{-\mathbf{1}}
$$

and thus $f_{1}(X)$ is expressible as a power series in $X^{d}$, where $d$ is the greatest common divisor of the elements of $A$ other than 1 ; hence, if $p^{(1)}(n)>0$
for all sufficiently large $n, d=1$ and so $A$ has property $P_{1}$. If $k=0$,

$$
f_{0}(X)=\prod_{a \in A}\left(1-X^{a}\right)^{-1}
$$

and thus $f_{0}(X)$ is expressible as a power-series in $X^{d}$, where $d$ is the greatest common divisor of all the elements of $A$; hence, if $p^{(0)}(n)$ is positive for all sufficiently large $n, d=1$ and $A$ has property $P_{0}$.

## 3. Sufficiency of condition $P_{k}$ when $A$ is finite.

Lemma 1. Suppose $A$ has exactly $r$ elements $a_{1}, \ldots, a_{r}$ and suppose. $k<r$. Then if $n>0$

$$
p^{(k)}(n)=g(n)+O\left(n^{q-1}\right)
$$

where $g(n)$ is a polynomial in $n$ of degree $r-k-1$ with highest coefficient $\left[(r-k-1)!a_{1} a_{2} \ldots a_{r}\right]^{-1}$, and where $q$ is the largest number of elements of $A$ which have a common divisor greater than 1.

Proof. The proof is based on the methods of Cayley, Glaisher, and Sylvester (cf. [2] and [7]). From (1) we see that $1 / f_{k}(X)$ is a polynomial whose factorization into linear factors is

$$
\begin{equation*}
\frac{1}{f_{k}(X)}=(1-X)^{r-k} \prod_{m=1}^{r} \prod_{l=1}^{a_{n-1}-1}\left(1-e^{2 \pi i l / a_{m}} X\right) . \tag{3}
\end{equation*}
$$

Thus the terms in $1-X$ in the decomposition of $f_{k}(X)$ into partial fractions have the form

$$
\begin{equation*}
\frac{\alpha_{1}}{1-\bar{X}}+\frac{\alpha_{2}}{(1-X)^{2}}+\ldots+\frac{\alpha_{r-k}}{(1-\bar{X})^{r-k}} \tag{4}
\end{equation*}
$$

where $\alpha_{r-k}=\left(a_{1} a_{2} \ldots a_{r}\right)^{-1}$. If $g(n)$ is the coefficient of $X^{n}$ in the power series expansion of (4), we have

$$
g(n)=\sum_{h=1}^{r-k} \alpha_{h}\binom{n+h-1}{h-1}
$$

which is a polynomial in $n$ of degree $r-k-1$ and highest coefficient $\left[(r-k-1)!a_{1} a_{2} \ldots a_{r}\right]^{-1}$. If $d>1$ and $\zeta$ is a primitive $d$-th root of unity, the multiplicity of the factor $1-\zeta X$ in the factorization (3) is equal to the number $q_{d}$ of multiples of $d$ among $a_{1}, a_{2}, \ldots, a_{r}$. Since by definition $q$ is the largest value which $q_{d}$ can have for any positive integer $d$ greater than 1, the terms in $1-\zeta X$ in the decomposition of $f_{k}(X)$ into partial fractions have the form

$$
\begin{equation*}
\frac{\beta_{1}}{1-\zeta \bar{X}}+\frac{\beta_{2}}{(1-\zeta \bar{X})^{2}}+\ldots+\frac{\beta_{q}}{(1-\zeta \bar{X})^{q}}, \tag{5}
\end{equation*}
$$

where of course some of the $\beta$ 's may be zero. The coefficient of ( $\zeta X)^{n}$ in the power series expansion of (5) is a polynomial in $n$ of degree at most $q-1$. Summing over all possible $\zeta$, we get the result of the lemma.

Theorem 3. Suppose $k$ is arbitrary, $A$ has exactly $r$ elements $a_{1}, a_{2}, \ldots, a_{r}$, and $A$ has property $P_{k}$. Then as $n$ increases $p^{(k)}(n) \rightarrow+\infty$ in such a way that
(i) $p^{(k)}(n)=\frac{n^{r-k-1}}{(r-k-1)!a_{1} a_{2} \ldots a_{r}}+O\left(n^{r-k-2}\right)$,
(ii) $\frac{p^{(k+1)}(n)}{p^{(k)}(n)}=1-\frac{p^{(k)}(n-1)}{p^{(k)}(n)}=O\left(\frac{1}{n}\right)$.

Proof. By the assumptions of the theorem and the definition of property $P_{k}$, we have $k<r$. Thus Lemma 1 is applicable. Further, the number $q$ in Lemma 1 does not exceed $r-k-1$. Hence (i) follows immediately from Lemma 1 and (ii) follows from (i).

If $A$ is finite, conclusion (i) of Theorem 3 shows that property $P_{k}$ is a sufficient condition for $p^{(k)}(n)$ to be positive for all large $n$. The special case $k=0$ of Theorem 3 is well known (cf. [8]).
4. Proof that $p(n)=o\left(p^{(-1)}(n)\right)$. Conclusion (ii) of Theorem 3 shows in particular that when $A$ is finite $p(n)=o\left(p^{(-1)}(n)\right)$ as $n$ increases. We now show that this relation is also true when $A$ is infinite.

Theorem 4. Suppose $A$ is infinite. Then as $n$ increases
(i) $p^{(-1)}(n) n^{-c} \rightarrow+\infty$ for any fixed $c$,
(ii) $\frac{p(n)}{p^{(-1)}(n)}=1-\frac{p^{(-1)}(n-1)}{p^{(-1)}(n)} \rightarrow 0$.

Proof. In proving assertion (i) we may assume $c>0$. Let $B$ be a finite subset of $A$ having at least $c+1$ elements. Conclusion (i) of Theorem 3 shows that $p_{B}^{(-1)}(n) n^{-c} \rightarrow+\infty$ as $n$ increases. But

$$
p_{A}^{(-1)}(n) \geqslant p_{B}^{(-1)}(n)
$$

and so (i) follows.
It remains to prove assertion (ii). Suppose that $n>0$ and that $n=n_{1} a_{1}+n_{2} a_{2}+\ldots+n_{q} a_{q}$ is a partition of $n$ into parts $a_{1}, a_{2}, \ldots, a_{q}$ taken from $A$, where $n_{1}, n_{2}, \ldots, n_{q}$ are positive integers. From this we construct a partition of each of the $q$ integers $n-a_{1}, n-a_{2}, \ldots, n-a_{q}$ in the following way:

$$
\begin{aligned}
& n-a_{1}=\left(n_{1}-1\right) a_{1}+n_{2} a_{2}+\ldots+n_{q} a_{q}, \\
& n-a_{2}=n_{1} a_{1}+\left(n_{2}-1\right) a_{2}+n_{3} a_{3}+\ldots+n_{q} a_{q}, \\
& n-a_{q}=n_{1} a_{1}+\ldots+n_{q-1} a_{q-1}+\left(n_{q}-1\right) a_{q} .
\end{aligned}
$$

In this construction no two distinct partitions of $n$ give rise to the same partition of some integer less than $n$. Let $P_{q}(n)$ denote the number of partitions of $n$ into parts taken from $A$ in which the number of distinct elements of $A$ which actually occur is exactly $q$. Then the above construction shows that

$$
\begin{equation*}
\sum_{q=1}^{n} q P_{q}(n) \leqslant \sum_{m=0}^{n-1} p(m) \tag{8}
\end{equation*}
$$

Now $P_{q}(n)$ is the coefficient of $X^{n}$ in the expansion of

$$
\begin{equation*}
\Sigma \frac{X^{a_{1}}}{1-X^{a_{1}}} \cdots \frac{X^{a_{q}}}{1-X^{a_{q}}}, \tag{7}
\end{equation*}
$$

where the summation is taken over all subsets $\left\{a_{1}, \ldots, a_{q}\right\}$ of $A$ containing oxactly $q$ elements. Hence $P_{q}(n)$ does not exceed the coefficient of $X^{n}$ in

$$
\Sigma\left(X^{a_{1}}+X^{2 a_{1}}+\ldots\right) \ldots\left(X^{a_{q}}+X^{2 a_{q}}+\ldots\right)
$$

where the summation is taken over all subsets $\left\{a_{1}, \ldots, a_{q}\right\}$ of the set $\{\mathbf{1}, 2, \ldots, n\}$ which contain exactly $q$ elements. Since there are $\binom{n}{q}$ such subsets and since the coefficient of $X^{n}$ in

$$
\left(X^{a_{1}}+X^{2 a_{1}}+\ldots\right) \ldots\left(X^{a_{1}}+X^{2 a_{4}}+\ldots\right)
$$

does not exceed that in
we have

$$
\left(X+X^{2}+\ldots\right)^{q}=\left(\frac{X}{1-\bar{X}}\right)^{q}=\sum_{m=q}^{\infty}\binom{m-1}{q-1} X^{m}
$$

$$
\begin{equation*}
P_{q}(n) \leqslant\binom{ n}{q}\binom{n-1}{q-1} \leqslant n^{2 q-1} . \tag{8}
\end{equation*}
$$

Now if $t$ is any fixed positive integer, we have by (6) and (8)

Hence

$$
\begin{aligned}
& p^{(-1)}(n)=\sum_{m=0}^{n} p(m) \\
& \quad \geqslant p(n)+\sum_{q=1}^{n} q P_{q}(n)=(t+1) p(n)+\sum_{q=1}^{n}(q-t) P_{q}(n) \\
& \quad \geqslant(t+1) p(n)-(t-1) \sum_{q=1}^{t-1} P_{q}(n) \geqslant(t+1) p(n)-(t-1)^{2} n^{2 t-3} .
\end{aligned}
$$

5. Sufficiency of condition $P_{k}$ when $A$ is infinite.

Lemma 2. For any $k$, an infinite set of positive integers has property $P_{k}$ if and only if some finite subset has property $P_{k}$.

Proof. The assertion is trivial if $k<0$, so suppose $k \geqslant 0$. If some finite subset of an infinite set $A$ has property $P_{k}$, then clearly $A$ has also, since enlarging a set with property $P_{k}$ cannot destroy that property. Suppose now that $A$ is an infinite set with property $P_{k}$. Let

$$
A_{0}=\left\{a_{01}, a_{02}, \ldots, a_{0, k+1}\right\}
$$

be some subset of $A$ containing exactly $k+1$ elements. Suppose the prime divisors of the product $a_{01} a_{02} \ldots a_{0, k+1}$ are $p_{1}, p_{2}, \ldots, p_{b}$. By the definition of property $P_{k}$ there exists, for $i=1,2, \ldots, b$, a subset

$$
A_{i}=\left\{a_{i 1}, a_{i 2}, \ldots, a_{i, k+1}\right\}
$$

of $A$ containing exactly $k+1$ elements none of which is divisible by $p_{i}$. If $p$ is a prime other than $p_{1}, \ldots, p_{b}$, clearly no element of $A_{0}$ is divisible by $p$. Then the union $B$ of the (not necessarily disjoint) subsets $A_{0}, A_{1}, \ldots, A_{b}$ of $A$ is a finite subset of $A$ with property $P_{k}$. For given any prime number, we can find at least $k+1$ elements of $B$ which it does not divide.

Theorem 5. Suppose $k$ is arbitrary, $A$ is infinite, and $A$ has property $P_{k}$. Then as $n$ increases
(i) $p^{(k)}(n) n^{-c} \rightarrow+\infty$ for any fixed $c$,
(ii) $\frac{p^{(k+1)}(n)}{p^{(k)}(n)}=1-\frac{p^{(k)}(n-1)}{p^{(k)}(n)} \rightarrow 0$.

Proof. The assertions of the theorem have been proved for $k=-1$ (Theorem 4) and they follow immediately for $k<-1$ by summation. So suppose $k \geqslant 0$ and $A$ is an infinite set with property $P_{k}$. By Lemma 2 there is a finite subset $A_{1}$ of $A$ which has property $P_{k}$, If $k=0$ we may assume that $A_{1}$ contains at least two elements. Let us put $A_{2}=A-A_{1}$ and write

$$
p_{A}^{(k)}(n)=p^{(k)}(n), \quad p_{A_{1}}^{(k)}(n)=p_{1}^{(k)}(n), \quad p_{A_{2}}(n)=p_{2}(n), \quad p_{A_{2}}^{(-1)}(n)=p_{2}^{(-1)}(n)
$$

We shall use the identity

$$
\begin{equation*}
p^{(k)}(n)=\sum_{m=0}^{n} p_{1}^{\prime k)}(n-m) p_{2}(m) \tag{10}
\end{equation*}
$$

which is an immediate consequence of (1).
Let $t$ be an arbitrary positive integer. By Theorem 3

$$
\lim _{n \rightarrow \infty} \frac{p_{1}^{(k)}(n)}{1+\left|p_{1}^{(k+1)}(n)\right|}=+\infty
$$

and so there exist positive integers $g$ and $h$ such that

Let

$$
\frac{p_{1}^{(k)}(n)}{1+\left|p_{1}^{(k+1)}(n)\right|} \geqslant \begin{cases}-g & \text { for all } n,  \tag{11}\\ t+1 & \text { for } n \geqslant h .\end{cases}
$$

By Theorem 4 there is a positive integer $h_{1}$ such that

$$
\begin{equation*}
\frac{p_{2}(n)}{p_{2}^{(-1)}(n)} \leqslant \frac{1}{(g+t+1) h s} \tag{13}
\end{equation*}
$$

for $n \geqslant h_{1}$. Then if $n \geqslant h+h_{1}-1$ we obtain from (10)-(13)

$$
\begin{aligned}
& p^{(k)}(n) \geqslant(t+1) \sum_{m=0}^{n-k}\left\{1+\left|p_{1}^{(k+1)}(n-m)\right|\right\} p_{2}(m) \\
& -g \sum_{m=n-h+1}^{n}\left\{\mathbf{1}+\left|p_{1}^{(k+1)}(n-m)\right|\right\} p_{\mathbf{2}}(m) \\
& \geqslant(t+1) \sum_{m=0}^{n}\left\{1+\left|p_{1}^{(k+1)}(n-m)\right|\right\} p_{2}(m)-(g+t+\mathbf{1}) s \sum_{m=n-h+1}^{n} p_{2}(m) \\
& \geqslant(t+1) \sum_{m=0}^{n}\left\{\mathbf{1}+\left|p_{1}^{(k+1)}(n-m)\right|\right\} p_{2}(m) \\
& -(g+t+1) s\left\{_{m=n-h+1}^{n} p_{2}(m) / p_{2}^{(-1)}(m)\right\} p_{2}^{(-1)}(n) \\
& \geqslant\left\{t+1-(g+t+1) s \sum_{m=n-h+1}^{n} p_{2}(m) / p_{2}^{(-1)}(m)\right\} \\
& \times \sum_{m=0}^{n}\left\{1+\left|p_{1}^{(k+1)}(n-m)\right|\right\} p_{2}(m) \\
& \geqslant t \sum_{m=0}^{n}\left\{1+\left|p_{1}^{(k+1)}(n-m)\right|\right\} p_{2}(m) \\
& \geqslant t \sum_{m=0}^{n} p_{2}(m)+t\left|\sum_{m=0}^{n} p_{1}^{(k+1)}(n-m) p_{2}(m)\right| \\
& =t p_{2}^{(-1)}(n)+t\left|p^{(k+1)}(n)\right| \text {. }
\end{aligned}
$$

Now $t$ can be chosen arbitrarily large. Therefore $\lim _{n \rightarrow \infty} p^{(k)}(n) / p_{2}^{(-1)}(n)=+\infty$ and thus, since $A_{2}$ is infinite, assertion (i) of the present theorem follows from assertion (i) of Theorem 4. Also $\lim _{n \rightarrow \infty} p^{(k+1)}(n) / p^{(k)}(n)=0$ and assertion (ii) is proved.

Theorem 5 shows in particular that, when $A$ is infinite, property $P_{k}$ is a sufficient condition for $p^{(k)}(n)$ to be positive for all large $n$. Thus
property $P_{k}$ is a sufficient condition for the eventual positivity of $p^{(k)}(n)$ in any case.

Corollary. For arbitrary $k$, if $A$ has property $P_{k}$, then as $n$ increases

$$
p^{(k)}(n) \rightarrow+\infty, \quad \frac{p^{(k+1)}(n)}{p^{(k)}(n)}=1-\frac{p^{(k)}(n-1)}{p^{k}(n)} \rightarrow 0
$$

6. Further implications of property $P_{k}$. Although $P_{k}$ is a necessary condition for $p^{(k)}(n)$ to be positive for all large $n$, we have already seen (Theorems 3 and 5) that if we assume property $P_{k}$ we can actually assert much more about $p^{(k)}(n)$ than the mere fact that it is positive for large $n$. In this section we go further in this direction.

Theorem 6. Suppose $k$ is arbitrary and $A$ has property $P_{k}$. Then there is a positive integer $b$ such that

$$
p^{(k)}(m)>p^{(k)}(n) \quad \text { if } \quad m-b \geqslant n \geqslant 0 .
$$

Proof. If $k<-1$, the result stated is trivially true with $b=1$, since $p^{(k+1)}(n)=p^{(k)}(n)-p^{(k)}(n-1)$ is positive for all non-negative $n$. If $k=-\mathbf{1}$ and $A$ is non-empty, we can take $b$ as any element of $A$. For then if $m-b \geqslant n \geqslant 0$, there is an integer $j$ such that $n<j b \leqslant m$, so that

$$
p^{(-1)}(m)=\sum_{h=0}^{m} p(h) \geqslant p(j b)+\sum_{h=0}^{n} p(h)=p(j b)+p^{(-1)}(n)>p^{(-1)}(n) .
$$

When $k \geqslant 0$ we first settle the case in which $A$ is finite. Suppose $A=\left\{a_{1}, a_{2}, \ldots, a_{r}\right\}$ and $A$ has property $P_{k}$. Then by Theorem 3 there is a positive integer $c$ such that

$$
\left|p^{(k)}(n)-\frac{n^{r-k-1}}{(r-k-1)!a_{1} a_{2} \ldots a_{r}}\right| \leqslant c n^{r-k-2}+1
$$

for all non-negative $n$. Therefore if $m>n \geqslant 0$ we have

$$
\begin{aligned}
p^{(k)}(m)-p^{(k)}(n) & \geqslant \frac{m^{r-k-1}-n^{r-k-1}}{(r-k-1)!a_{1} a_{2} \ldots a_{r}}-c m^{r-k-2}-c n^{r-k-2-2} \\
& \geqslant \frac{(m-n) m^{r-k-2}}{(r-k-1)!a_{1} a_{2} \ldots a_{r}}-(2 c+2) m^{r-k-2} .
\end{aligned}
$$

The last expression is positive if $m-n \geqslant b$, where

$$
b=(2 c+2)(r-k-1)!a_{1} a_{2} \ldots a_{r}+1
$$

Thus the assertion of the theorem is proved if $A$ is finite.
Finally, suppose $k \geqslant 0, A$ is infinite, and $A$ has property $P_{k}$. As in the proof of Theorem 5 let $A_{1}$ be a finite subset of $A$ which has property $P_{k}$ and contains at least two elements, put $A_{2}=A-A_{1}$, and write
$p_{A}^{(k)}(n)=p^{(k)}(n), \quad p_{A_{1}}^{\prime k}(n)=p_{1}^{(k)}(n), \quad p_{A_{2}}(n)=p_{2}(n), \quad p_{A_{2}}^{(-1)}(n)=p_{2}^{(-1)}(n) . \quad \mathrm{By}$ Theorem 3 there exist non-negative integers $g$ and $h$ such that $p_{1}^{(k)}(n) \geqslant-g$ for all $n$ and $p_{1}^{\prime k}(n) \geqslant 1$ for $n \geqslant h$. By Theorem 4 there is a positive integer $h_{1}$ such that $p_{2}(n) / p_{2}^{(-1)}(n) \leqslant 1 /(2 g h+2 h)$ for $n \geqslant h_{1}$. By the previous paragraph there is a positive integer $b$ such that $b \geqslant h+h_{1}-1$ and

$$
p_{1}^{(k)}(m)>p_{1}^{(k)}(n) \text { for } m-b \geqslant n \geqslant 0
$$

Hence if $m-b \geqslant n \geqslant 0$ we have

$$
\begin{aligned}
p^{(k)}(m)-p^{(k)}(n) & =\sum_{l=0}^{n}\left\{p_{1}^{(k)}(m-l)-p_{1}^{(k)}(n-l)\right\} p_{2}(l)+\sum_{l=n+1}^{m} p_{1}^{(k)}(m-l) p_{2}(l) \\
& \geqslant \sum_{l=0}^{n} p_{2}(l)+\sum_{l=n+1}^{m-h} p_{2}(l)-g \sum_{l=m-h+1}^{m} p_{2}(l) \\
& =p_{2}^{(-1)}(m)\left\{1-(g+1) \sum_{l=m-h+1}^{m} \frac{p_{2}(l)}{p_{2}^{(-1)}(m)}\right\} \\
& \geqslant p_{2}^{(-1)}(m)\left\{1-(g+1) \sum_{l=m-h+1}^{m} \frac{p_{2}(l)}{p_{2}^{(-1)}(l)}\right\} \geqslant \frac{1}{2} p_{2}^{(-1)}(m)>0 .
\end{aligned}
$$

Thus Theorem 6 is proved.
Corollary. Suppose $k$ is arbitrary and $A$ has property $P_{k}$. If $h$ is any fixed positive integer, then

$$
\frac{p^{(k-1)}(n+h)-p^{(k-1)}(n)}{h}=\{1+o(1)\} p^{(k)}(n)
$$

as $n$ increases. If $h$ is a fixed integer not less than the integer $b$ of Theorem 6, then

$$
\frac{p^{(k-1)}(n+h)-p^{(k-1)}(n)}{h}
$$

is a strictly increasing function of $n$ for non-negative $n$.
Proof. The first assertion follows from conclusion (ii) of Theorem 3 and conclusion (ii) of Theorem 5:

$$
p^{(k-1)}(n+h)-p^{(k-1)}(n)=\sum_{m=n+1}^{n+h} p^{(k)}(m)=h\{1+o(1)\} p^{(k)}(n)
$$

The second assertion follows from Theorem 6:

$$
\begin{aligned}
&\left\{p^{(k-1)}(n+h)-p^{(k-1)}(n)\right\}-\left\{p^{(k-1)}(n-1+h)-p^{(k-1)}(n-1)\right\} \\
&=\sum_{m=n+1}^{n+h} p^{(k)}(m)-\sum_{m=n}^{n-1+h} p^{(k)}(m)=p^{(k)}(n+h)-p^{(k)}(n)>0
\end{aligned}
$$

provided $h \geqslant$ the integer $b$ of Theorem 6 and $n>0$.

Theorem 7. Suppose $k$ is arbitrary, $A$ is infinite, $A$ has property $P_{k}$, and $0<\alpha<1$. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{p^{(k)}(n)} \max _{0 \leqslant m \leqslant \alpha n} p^{(k)}(m)=0 .
$$

Proof. Let $A_{1}$ be a finite subset of $A$ having property $P_{k}$ and containing at least $k+2$ elements. Then $A_{1}$ has $q+k+1$ elements, where $q$ is some positive integer. By conclusion (i) of Theorem 3 there is a positive integer $s$ such that

$$
\lim _{n \rightarrow \infty} \frac{s p_{1}^{(k)}(n)}{n^{q}}=1
$$

Hence there are positive integers $t$ and $u$ such that

$$
\frac{1}{2} n^{q} \leqslant s p_{1}^{(k)}(n) \leqslant 2 n^{q} \quad \text { for } \quad n \geqslant t
$$

and

$$
p_{1}^{(k)}(n) \leqslant u \quad \text { for } \quad n<t
$$

Hence if $n \geqslant \max \left\{(u s)^{1 / q} /\left(\alpha-\alpha^{2}\right), t /(1-\alpha)\right\}$ and $t \leqslant m \leqslant \alpha n$, we have

$$
\begin{align*}
p^{(k)}(m)=\sum_{l=0}^{m} & p_{1}^{(k)}(m-l) p_{2}(l) \\
& \leqslant \sum_{l=0}^{m-t} 2 s^{-1}(m-l)^{q} p_{2}(l)+\sum_{l=m-t+1}^{m} u p_{2}(l) \\
& \leqslant \sum_{l=0}^{m-t} 2 s^{-1}(\alpha n-\alpha l)^{\alpha} p_{2}(l)+\sum_{l=m-t+1}^{m} s^{-1} \alpha^{\alpha}(n-\alpha n)^{q} p_{2}(l) \\
& \leqslant 2 \alpha^{q} \sum_{l=0}^{m} s^{-1}(n-l)^{q} p_{2}(l) \leqslant 4 \alpha^{q} \sum_{l=0}^{m} p_{1}^{(k)}(n-l) p_{2}(l) \tag{14}
\end{align*}
$$

Suppose now that $k \leqslant 0$. Then $p_{1}^{(k)}(n-l) \geqslant 0$ for any $l$ and so if $0 \leqslant m \leqslant \alpha n$ we have

$$
\begin{equation*}
\sum_{l=0}^{m} p_{1}^{(k)}(n-l) p_{2}(l) \leqslant \sum_{l=0}^{n} p_{1}^{(k)}(n-l) p_{2}(l)=p^{(k)}(n) \tag{15}
\end{equation*}
$$

Combining (14) and (15), we find that

$$
\begin{equation*}
p^{(k)}(m) \leqslant 4 \alpha^{q} p^{(k)}(n) \tag{18}
\end{equation*}
$$

provided $t \leqslant m \leqslant \alpha n$ and $n$ is sufficiently large. By Theorem 5 the inequality (16) also holds if $0 \leqslant m \leqslant t-1$ and $n$ is sufficiently large. Hence

$$
\varlimsup_{n \rightarrow \infty} \frac{1}{p^{(k)}(n)} \max _{0 \leqslant m \leqslant \alpha n} p^{(k)}(m) \leqslant 4 \alpha^{q}
$$

Since we can make $q$ as large as we please by arbitrarily enlarging $A_{1}$, the assertion of the theorem is proved when $k \leqslant 0$.

To prove the assertion of the theorem when $k>0$ it is again sufficient to show that (15) holds if $0 \leqslant m \leqslant \alpha n$ and $n$ is sufficiently large. By Theorem 3 there are non-negative integers $t_{1}$ and $g_{1}$ such that $p_{1}^{(k)}(n) \geqslant 1$ for $n \geqslant t_{1}$ and $p_{1}^{(k)}(n) \geqslant-g_{1}$ for all $n$. By Theorem 4 there is a positive integer $t_{2}$ such that $p_{2}(n) / p_{2}^{(-1)}(n) \leqslant 1 /\left(3 t_{1} g_{1}+3 t_{1}\right)$ for $n \geqslant t_{2}$. By the result of the preceding paragraph there is a positive integer $t_{3} \geqslant t_{1}+t_{2}-1$ such that $p_{2}^{(-1)}(m) / p_{2}^{(-1)}(n) \leqslant \frac{1}{3}$ provided $0 \leqslant m \leqslant \alpha n$ and $n \geqslant t_{3}$. Accordingly, if $n \geqslant \max \left\{t_{3},\left(t_{1}+1\right) /(1-\alpha)\right\}$ and $0 \leqslant m \leqslant \alpha n$ we have

$$
\begin{aligned}
p^{(k)}(n)-\sum_{l=0}^{m} p_{1}^{(k)}(n-l) & p_{2}(l)=\sum_{l=m+1}^{n} p_{1}^{(k)}(n-l) p_{2}(l) \\
& \geqslant \sum_{l=m+1}^{n-t_{1}} p_{2}(l)-g_{1} \sum_{l=n-t_{1}+1}^{n} p_{2}(l) \\
& =p_{2}^{(-1)}(n)-p_{2}^{(-1)}(m)-\left(g_{1}+1\right) \sum_{l=n-t_{1}+1}^{n} p_{2}(l) \\
& \geqslant p_{2}^{(-1)}(n)\left\{1-\frac{p_{2}^{(-1)}(m)}{p_{2}^{(-1)}(n)}-\left(g_{1}+1\right) \sum_{l=n-t_{1}+1}^{n} \frac{p_{2}(l)}{p_{2}^{(-1)}(l)}\right\} \\
& \geqslant p_{2}^{(-1)}(n)\left\{1-\frac{1}{3}-\left(g_{1}+1\right) t_{1} \frac{1}{3 t_{1} g_{1}+3 t_{1}}\right\}=\frac{1}{3} p_{2}^{(-1)}(n)>0
\end{aligned}
$$

This completes the proof.
7. The order of magnitude of $p^{(k+1)}(n) / p^{(k)}(n)$. Suppose $A$ has property $P_{k}$ and $h$ is the smallest positive integer such that $p^{(k)}(n)>0$ for $n \geqslant h$. (Such an integer $h$ exists if and only if $A$ has property $P_{k}$.) Then the quantity

$$
\rho^{(k)}(n)=\frac{p^{(k+1)}(n)}{p^{(k)}(n)}=1-\frac{p^{(k)}(n-1)}{p^{(k)}(n)}
$$

is defined for $n \geqslant h$. If $A$ is finite we know that $\rho^{(k)}(n)=O(\mathbf{l} / n)$ [conclusion (ii) of Theorem 3]. If $A$ is infinite we have proved that $\rho^{(k)}(n)$ tends to zero as $n$ increases [conclusion (ii) of Theorem 5] without getting a more explicit estimate of its order of magnitude for large $n$. In fact we have been unable to obtain any result in this direction. However, we feel that there is reason to believe that the following assertion may be true.

Conjecture. If $k$ is arbitrary and $A$ has property $P_{k}$, then

$$
\rho^{(k)}(n)=O\left(1 / n^{1 / 2}\right)
$$

It is easy to see that the assertion of the conjecture, if true, is best possible. For if $A$ is the set of all positive integers, then as $n$ increases $\rho^{(k)}(n)=\{1+o(1)\} \pi /(6 n)^{1 / 2}$ by Rademacher's exact formula for $p(n)$ in
this case [9]. On the other hand, the following theorem shows that $\rho^{(k)}(n)$ cannot be $O(1 / n)$ for any infinite set $A$, that is, conclusion (ii) of Theorem 3 is definitely false for infinite sets.

Theorem 8. Suppose $k$ is arbitrary and $A$ is infinite. If $A$ has property $P_{k}$, then $n \rho^{(k)}(n)$ is unbounded above for large $n$. If $A$ has property $P_{k+1}$, then as $n$ increases $n \rho^{(k)}(n) \rightarrow+\infty$.

Proof. Suppose $A$ is infinite and has property $P_{k}$. As above let $h$ be the smallest integer such that $p^{(k)}(n)>0$ for $n \geqslant h$. Suppose $n \rho^{(k)}(n)$ were bounded above by the integer $g$ for $n \geqslant h$. Let $c=\max (g, h)$. Then if $n \geqslant c$

$$
\frac{p^{(k)}(n)}{p^{(k)}(c)}=\prod_{m=c+1}^{n} \frac{p^{(k)}(m)}{p^{(k)}(m-1)} \leqslant \prod_{m=c+1}^{n} \frac{m}{m-g} \leqslant \prod_{m=c+1}^{n} \frac{m}{m-c}=\binom{n}{c} \leqslant n^{c} .
$$

But this contradicts conclusion (i) of Theorem 5. Thus the first assertion of the present theorem is proved.

Suppose now that $A$ is infinite and has property $P_{k+1}$. By Theorem 6 there is a positive integer $b$ such that $p^{(k+1)}(n)>p^{(k+1)}(m)$ if $n-b \geqslant m \geqslant 0$. Since the ratios

$$
\frac{p^{(k+1)}(n-1)}{p^{(k+1)}(n)}, \quad \frac{p^{(k+1)}(n-2)}{p^{(k+1)}(n)}, \quad \ldots, \quad \frac{p^{(k+1)}(n-b+1)}{p^{(k+1)}(n)}
$$

all have the limit 1 as $n$ increases, there is a positive integer $h_{1} \geqslant b$ such that all these ratios are less than 2 if $n \geqslant h_{1}$. Thus if $n \geqslant h_{1}$ and $m \leqslant n$ we have $p^{(k+1)}(m)<2 p^{(k+1)}(n)$. Now let $\epsilon$ be an arbitrary positive number. By Theorem 7

$$
\lim _{n \rightarrow \infty} \frac{1}{p^{(k+1)}(n)} \max _{0 \leqslant m \leqslant(1-\epsilon) n} p^{(k+1)}(m)=0
$$

and hence there is a positive integer $h_{2}$ such that

$$
\max _{0 \leqslant m \leqslant(1-\epsilon) n} p^{(k+1)}(m) \leqslant \epsilon p^{(k+1)}(n)
$$

for any $n \geqslant h_{2}$. Hence if $n \geqslant \max \left(h_{1}, h_{2}, 1 / \epsilon\right)$ we have

$$
\begin{aligned}
p^{(k)}(n) & =\sum_{m=0}^{[(1-\epsilon) n]} p^{(k+1)}(m)+\sum_{m=[(1-\epsilon) n]+1}^{n} p^{(k+1)}(m) \\
& \leqslant \sum_{m=0}^{[(1-\epsilon) n]} \epsilon p^{(k+1)}(n)+\sum_{m=[(1-\epsilon) n]+1}^{n} 2 p^{(k+1)}(n) \\
& \leqslant n \epsilon p^{(k+1)}(n)+(\epsilon n+1) 2 p^{(k+1)}(n) \leqslant 5 \epsilon n p^{(k+1)}(n) .
\end{aligned}
$$

Since $\epsilon$ is arbitrary, this proves the latter assertion of Theorem 8.
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[^0]:    * The inclusion of these two trivial cases would complicate the statements and proofs of some of our theorems and so, for the sake of simplicity, we agree to exclude them throughout the paper.

