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## § 0. Introduction

In a series of papers (see [1], [2], [3]) we have considered the structure of a random graph $\Gamma_{n, N}$ obtained as follows: we select at random $N$ edges among the $\binom{n}{2}$ possible edges connecting $n$ given points so that each of the $\binom{\binom{n}{2}}{N}$ possible choices has the same probability $\left.\binom{n}{2}\right)^{-1}$. In [1] we have proved that if $n$ and $N$ tend both to $+\infty$ so that

$$
\begin{equation*}
N=\frac{1}{2} n \log n+c n+o(n) \tag{0,1}
\end{equation*}
$$

then denoting by $C_{0}$ the class of connected graphs and by $P_{n, N}(A)$ the probability that the graph $\Gamma_{n, N}$ belongs to the class $A$, we have

$$
\begin{equation*}
\lim _{\substack{n \rightarrow \infty \\ N=\frac{1}{2} n \log n+c n+o(n)}} P_{n, N}\left(C_{0}\right)=e^{-e^{-2 c}} . \tag{0.2}
\end{equation*}
$$

It follows from (0.2) that

$$
\lim _{n \rightarrow \infty} P_{n, N}\left(C_{0}\right)=\left\{\begin{array}{lllll}
1 & \text { if } & n \rightarrow \infty & \text { and } & \frac{N-\frac{1}{2} n \log n}{n} \rightarrow+\infty  \tag{0.3}\\
0 & \text { if } & n \rightarrow \infty & \text { and } & \frac{N-\frac{1}{2} n \log n}{n} \rightarrow-\infty .
\end{array}\right.
$$

We have proved also that if $C_{k}$ denotes the class of all graphs consisting of a connected component and $k$ isolated points, we have


Note that the limits on the right of $(0.4)$ are the terms of a Poisson distribution with mean value $e^{-2 c}$, and thus their sum for $k=0,1, \ldots$ equals 1. Thus in case $N=\frac{1}{2} n \log n+O(n)$ the random graph $\Gamma_{n, N}$ consists with probability tending to 1 of a connected component and a certain number of isolated points.

A graph $G$ is said to have a factor of degree one if one can select such a subset $S$ of the edges of $G$ that each point $P$ of $G$ is the endpoint of one and only one edge
belonging to the set $S$. Clearly a trivial necessary condition for the existence of a factor of degree one of a graph $G$ is that the number of points of $G$ should be even.

According to a celebrated theorem of Tutte [4] a graph has a factor of degree one if and only if deleting arbitrarily $r$ points of $G(r=0,1,2, \ldots)$ among the connected components of the remaining graph $G^{*}$ the number of connected components consisting of an odd number of points is less than $r+1$.

Note that if $G$ has $n$ points and $n$ is even, and $G^{*}$ is obtained by deleting $r$ points of $G$ (of course the edges at least one of the endpoints of which is deleted are also deleted) and if $G^{*}$ contains $t$ odd components then $t \equiv r \bmod 2$; thus the theorem of Tutte can be formulated also as follows: A graph $G$ has a factor of degree one if and only if the number of points of $G$ is even and if deleting arbitrarily $r$ points of $G(r=0,1, \ldots)$ among the connected components of the remaining graph $G^{*}$ the number of odd components is less than $r+2$.

In the present paper we deal with the question: what is the probability that the random graph $\Gamma_{n, N}$ has a factor of degree one?

Clearly a graph having at least one isolated point cannot possess a factor of degree one. As according to our mentioned result in case $N=\frac{1}{2} n \log n+c n+o(n)$ the random graph $\Gamma_{n, N}$ contains with probability not tending to 0 isolated points, it seems natural to deal only with the case when $\frac{N-1 / 2 n \log n}{n} \rightarrow+\infty$; of course one has to suppose also that $n$ is even, $n=2 m$. For this case we shall prove the following

Theorem 1. Let us suppose that $n$ is even, $n=2 m$ further that
(0.5) $\quad n \rightarrow \infty$ and $N=\frac{1}{2} n \log n+\omega(n) n$ where $\lim _{n \rightarrow+\infty} \omega(n)=+\infty$.

Let $F$ denote the class of graphs containing a factor of degree one; then we have under condition (0.5)

$$
\begin{equation*}
\lim P_{n, N}(F)=1 \tag{0.6}
\end{equation*}
$$

If $N=\frac{1}{2} n \log n+O(n)$, as mentioned above, with probability near to $1 \Gamma_{n, N}$ consists of a connected component and a certain number of isolated points. With the same method as used to prove Theorem 1 one can prove that if the connected component of $\Gamma_{n, N}$ consists of an even number of points, it has with probability near to 1 a factor of degree one. As the proof of this result is almost the same as that of Theorem 1, we do not go into the details.

It should be mentioned that the results of the present paper are closely related to a previous result of ours (see [5]) concerning random zero-one matrices. As a matter of fact to every $n$ by $n$ zero-one matrix $M$ there corresponds an even graph $G$, namely the graph consisting of $n$,,red" and $n$,"blue" points in which there is no edge connecting two points having the same colour and the $j$-th red point is connected with the $k$-th blue point if and only if the $k$-th entry of the $j$-th row of $M$ is 1 . Now clearly the graph $G$ has a factor of degree one if and only if the permanent of $M$ is positive; more exactly the permanent of $M$ is equal to the number of different factors of degree one of $G$.

Now in [5] we have proved that if the $n$ by $n$ random zero-one matrix $M_{n, N}$ is obtained by choosing at random with uniform distribution one of the $\binom{n^{2}}{N}$ possible $n$ by $n$ zero-one matrices which contain $N$ ones and $n^{2}-N$ zeros, then the probability that $M_{n, N}$ has a positive permanent tends to 1 if $n \rightarrow+\infty$ and $\frac{N-n \log n}{n} \rightarrow+\infty$. According to what has been said above, this result can be interpreted as a result concerning the existence of a factor of degree one of the even graph corresponding to the matrix $M_{n, N}$. It should be added that the problem investigated in the present paper is much more difficult than the corresponding problem for even graphs solved in [5]. Thus for instance in [5] we made use of the well known theorem of D. König; the corresponding tool in the present paper is the much deeper theorem of Tutte mentioned above.

In $\S 1$ we collected some simple inequalities needed in the sequel. $\S 2$ contains the proof of Theorem 1.

## § 1. Some inequalities

The following (well known or obvious) inequalities will be needed.

$$
\begin{equation*}
\binom{n}{r} \leqq \frac{n^{r}}{r!} \quad(r=1,2, \ldots ; \quad n=r, r+1, \ldots) \tag{1.1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{x-a}{y-a} \leqq \frac{x}{y} \quad \text { for } \quad 0<a \leqq x \leqq y \tag{1.2}
\end{equation*}
$$

if $0 \leqq b-a \leqq B-A, \quad 0 \leqq a \leqq b \leqq B, 0 \leqq A$.

$$
\begin{array}{lll}
1-x \leqq e^{-x} & \text { if } & x \geqq 0 . \\
n!\geqq\left(\frac{n}{e}\right)^{n} & \text { for } & n \geqq 1 . \tag{1.5}
\end{array}
$$

$$
\begin{equation*}
\frac{\binom{B-A}{b-a}}{\binom{B}{b}} \leqq\left(1-\frac{A-a}{B-a}\right)^{b-a}\left(\frac{b}{B}\right)^{a} \tag{1.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
\text { If } \quad \lambda>1, \quad 0<\delta<\frac{1}{\lambda e} \tag{1.6}
\end{equation*}
$$

$$
\sum_{n \delta \lambda e \sum \leq \leqq n}\binom{n}{r} \delta^{r}=O\left(\frac{1}{\lambda^{\delta \lambda, e n}}\right) .
$$

(1.7) For $0<p<\frac{1}{2}$ one has

$$
\sum_{k \leqq n p}\binom{n}{k}=O\left(\sqrt{n} \cdot e^{n h(p)}\right)
$$

where $\quad h(p)=p \log \frac{1}{p}+(1-p) \log \frac{1}{1-p}$.
(1. 8) If $0<\alpha<1, c>0$

$$
\begin{gather*}
\sum_{\frac{n c}{\log n} \leqq k}\binom{n}{k} \frac{1}{n^{\alpha k}}=e^{-\alpha c n+o(n) .} \\
1-x+\frac{x^{2}}{2} \leqq e^{-x+\frac{x^{3}}{3}} \quad \text { if } \quad 0 \leqq x<1 .  \tag{1.9}\\
\binom{n}{k} \leqq \frac{n^{k}}{k!} e^{-\frac{k(k-1)}{2 n}} \quad \text { if } \quad 0<k \leqq n . \tag{1.10}
\end{gather*}
$$

## § 2. Proof of Theorem 1

The proof consists of 8 steps. A characteristic feature of the proof is that we prove certain assertions first in a weak form and use this weak result to improve itself.

1st step. Let $A_{r}$ denote the class of all graphs from which one can omit $r$ points so that among the components of the remaining graph there are $\geqq r+2$ odd components. In what follows $o(1)$ will denote a quantity which tends to 0 if $n$ and $N$ tend to $+\infty$ so that condition ( 0.5 ) is satisfied.

Lemma 1.

$$
\sum_{r \geq n \sqrt{\frac{2}{\log n}}} P_{n, N}\left(A_{r}\right)=o(1) .
$$

Proof of Lemma 1. Let us consider a graph $G$ belonging to the class $A_{r}$. Let us choose in each of $r+2$ odd components one point. Clearly these points cannot be connected with each other in $G$. Thus we get by using (1.3) and (1.4) for sufficiently large $n$

$$
\left.P_{n, N}\left(A_{r}\right) \leqq\binom{ n}{r+2} \frac{\binom{n}{2}-\binom{r+2}{2}}{N} \begin{array}{c}
N \\
\binom{n}{2} \\
N
\end{array}\right) \quad\binom{n}{r+2}\left(1-\frac{(r+2)(r+1)}{n(n-1)}\right)^{N} \leqq\binom{ n}{r} e^{-n}
$$

and thus

$$
\sum_{r \geqq n \sqrt{\frac{2}{\log n}}} P_{n, N}\left(A_{r}\right) \leqq\left(\frac{2}{e}\right)^{n}
$$

2nd step. We prove now
Lemma 2.

$$
\sum_{\frac{4 n \log \log n}{\log n}<r<n \sqrt{\frac{2}{\log n}}} P_{n, N}\left(A_{r}\right)=o(1)
$$

Proof of Lemma 2. According to [1] we may suppose that $G$ is connected because under condition ( 0.5 ) the probability of $\Gamma_{n, N}$ being disconnected is $o(1)$. Suppose now that $\Gamma_{n, N}$ belongs to the class $A_{r}$. Then by selecting $r$ points from $\Gamma_{n, N}$ (we shall call these $r$ points "separating points") the remaining graph contains $\geqq r+2$ odd components.

From each of these components we can select at least one point which is connected with a separating point. We shall call these "contact-points". These points are certainly not connected with each other in $\Gamma_{n, \mathrm{~N}}$. The $r$ separating points can be selected in $\binom{n}{r}$ ways; the mentioned contact points in the components can be selected in $\binom{n-r}{r+2}$ ways; each of these points may be connected with any one of the $r$ separating points. As the contact-points can not be connected with each other, for the choice of the remaining $N-(r+2)$ edges of the graph there are only $\binom{n}{2}-\binom{r+2}{2}$ possibilities. Thus we get
and thus, using the inequalities (1.1)-(1.6) we obtain

$$
\sum_{\frac{4 n \log \log n}{\log n} \leq r<n \sqrt{\frac{2}{\log n}}} P_{n, N}\left(A_{r}\right) \leqq \log ^{2} n \sum_{\frac{4 n \log \log n}{\log n}<r}\binom{n}{r}\left(\frac{3}{\log n}\right)^{r}=O\left(e^{-\frac{n}{\sqrt{\log n}}}\right) .
$$

$3 r d$ step. Let $D(d)$ denote the set of those graphs $G$ from the points of which one can select a subset $S_{1}$ of $k \geqq d$ points and another subset $S_{2}$ disjoint from $S_{1}$ of $l \geqq d$ points so that no point belonging to the set $S_{1}$ is connected with a point belonging to the set $S_{2}$ in $G$.

Lemma 3.

$$
P_{n, N}\left(D\left(n \sqrt{\frac{2}{\log n}}\right)\right)=o(1)
$$

Proof of Lemma 3. Clearly for sufficiently large values of $n$

$$
P_{n, N}\left(D\left(n \sqrt{\frac{2}{\log n}}\right)\right) \leqq \sum_{k, l \geqq n \sqrt{\frac{2}{\log n}}}\binom{n}{k}\binom{n}{l} \frac{\binom{n}{2}-k l}{N} \boldsymbol{N}, ~\left(\frac{2}{e}\right)^{2 n}
$$

4th step. We need the following very simple

Lemma 4. If $a_{0} \geqq a_{1} \geqq \ldots \geqq a_{s}>0$ is a sequence of positive numbers with sum $A=\sum_{i=0}^{s} a_{i}$ such that there does not exist a number $j(0 \leqq j \leqq s)$ for which both $a_{0}+\ldots$ $\ldots+a_{j} \geqq B$ and $a_{j+1}+\ldots+a_{s} \geqq B$ where $0<B \leqq A / 3$, then we have $a_{0}>A-B$.

Proof of Lemma 4. If $B \leqq a_{0} \leqq A-B$ 「then $a_{1}+\ldots+a_{s}=A-a_{0} \geqq A-$ $-(A-B)=B$ which contradicts our hypothesis. Thus either $a_{0}<B$ or $a_{0}>A-B$; in the first case let $i$ be defined by $a_{0}+\ldots+a_{i-1}<B \leqq a_{0}+\ldots+a_{i}$; it follows $a_{0}+\ldots+a_{i}<B+a_{0}<2 B$ and thus $a_{i+1}+\ldots+a_{s}=A-\left(a_{0}+\ldots+a_{i}\right)>A-2 B \geqq B$ which is again a contradiction. Thus we have $a_{0}>A-B$.

Let $\Gamma_{n, N}$ belong to the class $A_{r}$. According to Lemmas 1 and 2 we may suppose that

$$
r<\frac{4 n \log \log n}{\log n}
$$

Let $a_{0} \geqq a_{1} \geqq \ldots \geqq a_{s}(s \geqq r+2)$ denote the numbers of points of the connected components of the graph $\Gamma_{n, N}$ after the $r$ separating points have been removed. In view of Lemma 3 one can suppose that the sequence $a_{i}$ satisfies the conditions of Lemma 4 with $A=n-r, B=\frac{\sqrt{2} n}{\sqrt{\log n}}$; thus by Lemma 4

$$
a_{0} \geqq n-\frac{4 n \log \log n}{\log n}-\frac{\sqrt{2} n}{\sqrt{\log n}} .
$$

Thus

$$
a_{1}+\ldots+a_{s}<\frac{4 n \log \log n}{\log n}+\frac{\sqrt{2} \cdot n}{\sqrt{\log n}} .
$$

5th step. We prove first the following
Lemma 5. Let $H_{n}(k, r)$ denote the set of those graphs $G$ having $n$ points, among the points of which one can select a subset $S_{1}$ having $k$ elements and another subset $S_{2}$ disjoint from $S_{1}$ having $n-k-r$ elements such that no point in $S_{1}$ is connected with a point in $S_{2}$ by an edge of $G$. Then if $0<\delta<\frac{1}{2}, 0<\varepsilon<\frac{1}{2}$ and $c>\frac{h(\delta)}{1-\varepsilon-\delta}$, we have

$$
\sum_{\frac{c n}{\log n<k<\varepsilon n}}^{0 \leq r<\delta n}<1 P_{n, N}\left(H_{n}(k, r)\right)=o(1) .
$$

Proof of Lemma 5.

$$
\left.\left.\begin{array}{rl}
P_{n, N}\left(H_{n}(k, r)\right) & \left.\leqq\binom{ n}{k}\binom{n-k}{r} \frac{\binom{n}{2}-k(n-k-r)}{N}\right) \\
& \leqq\binom{ n}{2} \\
N
\end{array}\right)\right) ~\binom{n}{k}\binom{n}{r} e^{-\frac{k(n-k-r)}{n} \log n} .
$$

Thus, using (1.7) we get

$$
\sum_{\substack{0 \unlhd r \\ \frac{c n}{\log n}<k<\varepsilon n}} P_{n, N}\left(H_{n}(k, r)\right)=O\left(\sqrt{n} e^{n h(\delta)} \sum_{\frac{c n}{\log n}<k}\binom{n}{k} \frac{1}{n^{k(1-\varepsilon-\delta)}}\right)
$$

and therefore by (1.8) it follows

$$
\sum_{\substack{0 \leqq r<\delta n \\ \frac{c n}{\log n}<k<\varepsilon n}} \sum_{n, N}\left(H_{n}(k, r)\right)=O\left(\sqrt{n} e^{n(h(\delta)-c(1-\varepsilon-\delta))+o(n)}\right) .
$$

Thus our lemma is proved.
Applying Lemma 5 with

$$
\delta=\frac{4 \log \log n}{\log n}, \quad \varepsilon=\frac{4 \log \log n}{\log n}+\sqrt{\frac{2}{\log n}}
$$

we obtain that we may suppose

$$
a_{1}+\ldots+a_{s}<\frac{8 n \log \log ^{2} n}{\log ^{2} n}
$$

because the probability of the opposite inequality tends to 0 . Now we may suppose without restricting the generality that $s=r+1$ and that the numbers $a_{1}, \ldots, a_{r+1}$ are all odd. Thus we may suppose

$$
r+1 \leqq a_{1}+\ldots+a_{r+1}=k<\frac{8 n \log \log ^{2} n}{\log ^{2} n}
$$

6th step. We have reduced the problem to the investigation of graphs having $r<\frac{8 n \log ^{2} \log ^{2} n}{\log ^{2} n}$ separating points such that after removing these points the remaining graph contains $r+1$ odd components with $a_{1}, \ldots, a_{r+1}$ points, such that $k=$ $=a_{1}+\ldots+a_{r+1}<\frac{8 n \log \log ^{2} n}{\log ^{2} n}$. Let us denote by $s$ the number of edges connecting one of the separating points with one of the $k$ points belonging to the $r+1$ odd components. We distinguish two cases. Either $s \geqq r+8$ or $s<r+8$. We deal first with the case $s \geqq r+8$. The probability of such a configuration clearly does not exceed

$$
\left.\Delta=\sum_{\substack{r<\frac{8 n \log ^{2} \log ^{2} n}{\log ^{2} n} \\ r+1 \leqq k<\frac{8 n \log ^{2} \log ^{2} n}{\log ^{2} n}}}\binom{n}{r}\binom{n-r}{k} \sum_{r+8 \leqq s \leqq k r}\binom{k r}{s} \frac{\binom{n}{2}-k(n-k)}{N-s}\right) .
$$

Using the inequalities (1.1)-(1.10) we obtain

$$
\Delta \leqq \sum_{\substack{r<\frac{8 \log ^{\log ^{2} n}}{\log ^{2} n} \\ r+1 \leqq k<\frac{8 n \log ^{2} \log ^{2} n}{\log ^{2} n}}} \frac{n^{k+r}}{k!r!} \sum_{r+8 \leqq s \leqq k r}\binom{k r}{s}\left(\frac{\log n}{n}\right)^{s} \cdot \frac{1}{n^{k}}=O\left(n^{e^{2}-8}\right)=o(1) .
$$

7 th step. It remains to deal with the case when $s \leqq r+7$. We shall prove that one can suppose that $k \leqq s$ because the probability of $k \geqq s+1$ is $o(1)$. As a matter of fact the following lemma is valid.

Lemma 6. Let $E_{k}$ denote the set of those graphs which contain a subset $S$ of $k$ points which are connected by $\leqq k-1$ edges with points outside $S$. Then we have

$$
\sum_{1 \leqq k \leqq \frac{n}{2 \log n}} P_{n, N}\left(E_{k}\right)=o(1) .
$$

Proof of Lemma 6. We shall call a subset $S$ of a graph $G$ a loosely joined set if $S$ has $k$ points and the number of edges connecting points of $S$ with points outside $S$ is less than $k$. We shall call $S$ a primitive loosely joined set if it is loosely joined and no one of its proper subsets is loosely joined. It is easy to see that a primitive loosely joined set is a connected subgraph. As a matter of fact if $S$ were a primitive loosely joined set, which can be splitted into two sets $S_{1}$ and $S_{2}$ such that there is no edge in $G$ between points of $S_{1}$ and points of $S_{2}$, let $k_{1}$ and $k_{2}$ denote the number of points in $S_{1}$ and $S_{2}$ respectively $\left(k_{1}+k_{2}=k\right)$ and $j_{1}$ resp. $j_{2}$ denote the number of edges going out from the set $S_{1}$ resp. $S_{2}$. According to our supposition $S$ is primitive loosely connected; thus $j_{1} \geqq k_{1}$ and $j_{2} \geqq k_{2}$ which implies $j_{1}+j_{2} \geqq k$; thus $S$ is not loosely connected, which contradicts our supposition.

Let $E_{k}^{*}$ denote the class of graphs containing a primitive loosely connected subset of order $k$. As $\sum_{k \leqq K} E_{k}=\sum_{k \leq K} E_{k}^{*}$ it is sufficient to prove that

$$
\sum_{1 \leqq k \leqq \frac{n}{2 \log n}} P_{n, N}\left(E_{k}^{*}\right)=o(1)
$$

Now evidently

$$
P_{n, N}\left(E_{1}^{*}\right)=o(1)
$$

because a primitive loosely connected set of order 1 is nothing else than an isolated point, and we have proved that the probability of $\Gamma_{n, N}$ containing an isolated point tends to 0 for $n \rightarrow \infty, N=\frac{1}{2} n \log n+n \omega(n)$ with $\omega(n) \rightarrow \infty$.

Thus we have to prove only that

$$
\sum_{2 \leqq k \leqq \frac{n}{2 \log n}} P\left(E_{k}^{*}\right)=o(1) .
$$

Clearly a primitive loosely connected set of order 2 is simple a pair of points $P_{1}, P_{2}$ such that $P_{1}$ and $P_{2}$ are connected by an edge, further $P_{1}$ is connected with a single
other point $P_{3}$ by an edge and $P_{2}$ is not connected with any other point except $P_{1}$. Thus

$$
\left.P_{n, N}\left(E_{2}^{*}\right) \leqq n(n-1)(n-2) \frac{\binom{\binom{n}{2}-(2 n-3)}{N-2}}{\binom{n}{2}} \begin{array}{c}
N
\end{array}\right), O\left(\frac{\log ^{2} n}{n}\right) .
$$

As any connected graphs of order $k$ contains at least one spanning tree (having $k-1$ edges) and from $k$ points a tree can be formed in $k^{k-2}$ different ways, we have for $3 \leqq k \leqq \frac{n}{2 \log n}$

$$
\left.P_{n, N}\left(E_{k}^{*}\right) \leqq\binom{ n}{k} k^{k-2} \sum_{j=0}^{k-1}\binom{k(n-k)}{j} \frac{\binom{n}{2}-k(n-k)}{N-j-k+1}\right) ~\left(\binom{n}{2}\right), ~\left(\frac{\left(\frac{e^{2} \log ^{2} n}{n}\right)^{k-1}}{k^{2}}\right)
$$

Thus

$$
\sum_{1 \leqq k \leq \frac{n}{2 \log n}} P_{n, N}\left(E_{k}^{*}\right)=o(1)
$$

which proves Lemma 6.
8th step. We have reduced the problem to the study of graphs $G$ which are of the following type:
a) There can be selected in $G r$ separating points with $r \leqq \frac{8 n \log ^{\log ^{2} n}}{\log ^{2} n}$ such that removing these the graph $G$ falls into components among which there are $r+1$ odd components $C_{1}, \ldots, C_{r+1}$ of orders $a_{1}, \ldots, a_{r+1}$.
b) There are in Gs edges connecting a separating point with a point in one of the components $C_{1}, \ldots, C_{r+1}$ where $r+1 \leqq s \leqq r+7$.
c) Putting $k=a_{1}+\ldots+a_{r+1}$ we have $k \leqq s$.

As each of the components $C_{j}(j=1, \ldots, r+1)$ is connected with at least one separating point and the number of such points is less than the number of the $C_{j}$, there exist two components $C_{i_{1}}$ and $C_{i_{2}}$ which are connected with the same separating point $P$. Clearly the sum of orders $a_{i_{1}}$ and $a_{i_{2}}$ of $C_{i_{1}}$ and $C_{i_{2}}$ can not exceed 8, and the sum of the numbers $b_{1}$ and $b_{2}$ of edges going out from $C_{i_{1}}$ and $C_{i_{2}}$ does not exceed 8 either. Thus if $K$ denotes the class of graphs with the above mentioned properties a), b), c), we have

$$
P_{n, N}(K) \leqq \sum_{\substack{1 \leqq a_{i_{1}} \leqq 7 \\
1 \leqq a_{2} \leqq 8-a_{i_{1}} \\
1 \leqq b_{1} \leqq 7 \\
1 \leqq b_{2} \leqq 8-b_{1}}} n\binom{n}{a_{i_{1}}}\binom{n}{a_{i_{2}}}\binom{n a_{i_{1}}}{b_{1}-1}\binom{n a_{i_{2}}}{b_{2}-1} \frac{\binom{n-a_{i_{1}}-a_{i_{2}}}{2}}{\left(\left(\begin{array}{c}
n \\
2 \\
N-b_{1}-b_{2}
\end{array}\right)\right.}
$$

from which we get

$$
P_{n, N}(K)=O\left(\frac{\log ^{8} n}{n}\right)
$$

Thus Theorem 1 is proved.
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