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Let $a_{1}<\ldots$ be a sequence of integers, we will denote it by $A$. Put $A(x)=\sum_{a_{i}<x} 1$ and denote

$$
f(x)=\sum_{\substack{a_{i} \mid a_{j} \\ a_{j}<x}} 1
$$

In [1] we proved that if $A$ has positive upper logarithmic density then for infinitely many $x\left(\log _{k} x\right.$ denotes the $k$-fold iterated logarithm, $\exp z=e^{z}$ )

$$
f(x)>x \exp \left(c_{1}\left(\log _{2} x\right)^{1 / 2} \log _{3} x\right)
$$

but there exists a sequence $A$ of positive density for which for every $x$

$$
f(x)<x \exp \left(c_{2}\left(\log _{2} x\right)^{1 / 2} \log _{3} x\right)
$$

Throughout this paper $c_{1}, c_{2}, \ldots$ will denote positive constants, not necessarily the same at each occurrence. $\lim \inf [A(x) / x]$ will be called the lower density of the sequence $A, \eta$ will denote numbers which can be chosen arbitrarily small not necessarily the same at each occurrence, $C_{1}, \ldots$ numbers which can be chosen arbitrarily large.

A natural question now was: What assumptions about $A$ will insure that

$$
\begin{equation*}
\lim _{x=+\infty} \frac{f(x)}{x}=\infty \tag{1}
\end{equation*}
$$

should hold?
It is easy to see that (1) does not have to hold if we assume that the logarithmic density of $A$ is positive. It was stated in [1] that if $A$ has positive density then (1) holds. It will turn out that the speed with which $f(x) / x$ tends to infinity depends in a curious way on the density of our sequence $A$. In fact we shall prove the following

Theores 1. Let $k$ be any integer and $1 /(k+1)<a \leqslant 1 / k$. Then there is a $c_{1}=c_{1}(\alpha)$ so that if the sequence $A$ has lower density a then for all suffi-
ciently large $x$

$$
\begin{equation*}
f(x)>x \exp \left(c_{1}\left(\log _{k+1} x\right)^{1 / 2} \log _{k+2} x\right) \tag{2}
\end{equation*}
$$

It is rather surprising that this weird Theorem is nearly best possible.
Theorem 2. Let $1 /(k+1)<\alpha<1 / k$. Then there is a sequence of density $\alpha$ and a constant $c_{2}=c_{2}(\alpha)$ satisfying

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \inf f(x)\left(x \exp \left(c_{2}\left(\log _{k+1} x\right)^{1 / 2} \log _{k+2} x\right)\right)^{-1}=0 \tag{3}
\end{equation*}
$$

$c_{2}=c_{2}(\alpha)$ tends to 0 if $\alpha \rightarrow 1 /(k+1)$ and $k$ is greater than 1.
Let finally $\alpha=1 / k$ and $g(x)$ any function tending to infinity as slovly as we please. Then there exists a sequence of density $1 / k$ for which

$$
\lim _{x \rightarrow \infty} \inf f(x)\left(x \exp \left(g(x)\left(\log _{k+1} x\right)^{1 / 2} \log _{k+2} x\right)\right)^{-1}=0
$$

Denote by $L(\alpha)$ the upper limit of the values of $c_{1}$ for which (2) holds. Clearly for every $c_{2}>L(\alpha)(3)$ holds. It would be of interest to determine $L(\alpha)$ explicitly and to decide whether (2) or (3) holds for $c_{2}=L(\alpha)$. It seems possible that $L(\alpha)$ tends to infinity as $\alpha$ tends to $1 / k$. We already know from Theorem 2 that $L(\alpha)$ tends to 0 if $\alpha$ tends to $1 /(k+1)$ and $k>1$. We can only prove that $L(\alpha)$ tends to infinity if $a \rightarrow 1$.
$\Omega(n)$ will denote the number of prime factors of $n$ multiple factors counted multiply and $\Omega_{l}(n)$ will denote the number of prime factors not exceeding $l$ (multiple factors counted multiply). To prove Theorem 1 we need some lemmas.

Lemma 1. To every $\eta>0$ there is a $C_{1}=C_{1}(\eta)$ so that for every $l \leqslant x$ the number of integers $n \leqslant x$ for which

$$
\left|\Omega_{l}(n)-\log _{2} l\right|<C_{1}\left(\log _{2} l\right)^{1 / 2}
$$

is less than $\eta x$.
Lemma 1 can be proved easily by the method of Turán [5]. In fact it is easy to see that as $l \rightarrow \infty\left(\Omega_{l}(n)-\log _{2} l\right) /\left(\log _{2} l\right)^{1 / 2}$ approaches the Gaussian distribution (see [2]).

Lemma 2. Let $l<C(\log \log x)^{1 / 2}$. Then we have uniformly in $x$

$$
\sum_{\substack{1 \leq t \leq x \\ \Omega(t)=l}} \frac{1}{t}=(1+o(1))\left(\log _{2} x\right)^{l} / l!
$$

The proof of Lemma 2 is easy by complete induction with respect to $l$ [4].

Using Lemmas 1 and 2 we now prove the crucial and difficult

Lemma 3 . Let $d \leqslant 1, \delta<d$ be arbitrary numbers, $n^{1 / 2}<m<n<r$. depend on a parameter $x$ and satisfy

$$
\begin{equation*}
\frac{r}{n} \rightarrow \infty, \quad\left(\log \frac{n}{m}\right)^{2}>\frac{r}{n} \tag{4}
\end{equation*}
$$

Let further $m<b_{1}<\ldots<b_{s} \leqslant n$ be an arbitrary sequence $B$ of integers for which for every $\eta$ there is a $C_{\eta}>1 / \eta$ so that for every $C_{\eta} m<t<n$ $\left(B(t)=\sum_{b_{i} \leq t} 1, C_{n}\right.$ depends only on $\left.\eta\right)$

$$
\begin{equation*}
B(t)>(d-\eta) t \tag{5}
\end{equation*}
$$

Denote by $g(u)$ the number of $b$ 's dividing $u$. Then there is an $\omega=\omega(\delta, d)$ so that the number of integers $n<u<r$ for which

$$
\begin{equation*}
g(u)>\exp \left(\omega\left(\log _{2} \frac{n}{m}\right)^{1 / 2} \log _{3} \frac{n}{m}\right) \tag{6}
\end{equation*}
$$

is greater than $(d-\delta) r$. Further for every fixed $d$, as $\delta$ tends to $d$, $\omega=\omega(\delta, d)$ can be made as large as we please. In other words for every $C$ there is a $\delta_{0}=\delta_{0}(C, d)$ so that for every $\delta_{0}<\delta<d(6)$ holds with $\omega=C$.

To prove Lemma 3 denote by $b_{1}^{*}, \ldots, b_{v}^{*}$ the $b$ 's satisfying

$$
\begin{equation*}
\left|\Omega_{n / m}\left(b_{i}^{*}\right)-\log _{2} \frac{n}{m}\right|<C_{1}\left(\log _{2} \frac{n}{m}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

By Lemma 1 and (5) we have

$$
\begin{equation*}
B^{*}(t)>(d-2 \eta) t \tag{8}
\end{equation*}
$$

for every $C_{2} m<t<u$.
Let now $\gamma=\gamma(\delta, d)$ be a number which will be determined later. Put

$$
\begin{equation*}
k=\left[\gamma\left(\log _{2} \frac{n}{m}\right)^{1 / 2}\right] \tag{9}
\end{equation*}
$$

and consider the integers of the form $b_{i}^{*} q, i=1, \ldots, v$, where $q$ runs through all the integers satisfying

$$
\begin{equation*}
\Omega(q)=k, \quad \frac{r}{n}<q<\frac{r}{C_{2} m} \tag{10}
\end{equation*}
$$

Denote by $g^{*}(u)$ the number of solutions of $b_{i}^{*} q=u$ where $q$ satisfies (10). Clearly

$$
\begin{equation*}
g(u) \geqslant g^{*}(u) \tag{11}
\end{equation*}
$$

so that to prove our lemma it will suffice to show that $g^{*}(u)$ satisfies (6) for at least $(d-\delta) r$ integers $n<u<r$.

Now we estimate from below $\sum_{n<u<r} g^{*}(u)$, or in other words we estimate from below the number of integers of the form $b_{i}^{*} q$ where $q$ satisfies (10). Let $q$ be a fixed integer satisfying (10). By (8) and (10) we have since $r / n \rightarrow \infty$

$$
\begin{equation*}
B^{*}\left(\frac{r}{q}\right)-B^{*}\left(\frac{n}{q}\right)>(d-2 \eta) \frac{r}{q}-\frac{n}{q}>(d-3 \eta) \frac{r}{q} . \tag{12}
\end{equation*}
$$

From (12) we evidently have (in $\Sigma^{\prime} q$ satisfies (10))

$$
\begin{equation*}
\sum_{n<u<r} g^{*}(j)=\sum_{q}\left(B^{*}\left(\frac{r}{q}\right)-B^{*}\left(\frac{n}{q}\right)\right)>(d-3 \eta) r \sum^{\prime} \frac{1}{q} . \tag{13}
\end{equation*}
$$

Now by Lemma 2 we have from (4) by a simple computation

$$
\begin{align*}
\sum^{\prime} \frac{1}{q} & \geqslant \sum_{\substack{\Omega(q)=k \\
q \leqslant \frac{r}{C_{2}^{m}}}} \frac{1}{q}-\sum_{t \leqslant \frac{r}{n}} \frac{1}{t}>(1-\eta)\left(\log _{2} \frac{r}{C_{2} m}\right)^{k} / k!-2 \log \frac{r}{n}  \tag{14}\\
& >(1-2 \eta)\left(\log _{2} \frac{n}{m}\right)^{k} / k!
\end{align*}
$$

From (13) and (14) we finally obtain

$$
\begin{equation*}
\sum_{n<u<r} g^{*}(u)>r d(1-5 \eta)\left(\log _{2} \frac{n}{m}\right)^{k} / k!. \tag{15}
\end{equation*}
$$

Now we estimate $\max g^{*}(u)$ from above, in other words we esti$n<u<r$ mate from above the number of solutions of

$$
\begin{equation*}
b_{i}^{*} q=u \tag{16}
\end{equation*}
$$

where $u$ satisfies (10). Clearly (16) has at most $\binom{T}{k}$ solutions where $T=\Omega_{n / m}(u)$ and $k$ is defined by (9). Further by (16)

$$
\Omega_{n / m}(u)=\Omega_{n / m}\left(b^{*}\right)+\Omega_{n j m}(q)<k+\log _{2} \frac{n}{m}+C_{1}\left(\log _{2} \frac{n}{m}\right)^{1 / 2}=L
$$

or by a simple computation using (9)

$$
\begin{equation*}
g^{*}(u)<\binom{L}{k}<\frac{L^{k}}{k!}<\left(1+\frac{C_{1}+\gamma}{\left(\log _{2} \frac{n}{m}\right)^{1 / 2}}\right)^{\gamma\left(\log _{2} \frac{n}{m}\right)^{1 / 2}} \frac{\left(\log _{2} \frac{n}{m}\right)^{k}}{k!} . \tag{17}
\end{equation*}
$$

Write

$$
\begin{equation*}
\sum_{x<u<r} g^{*}(u)=\sum_{1} g^{*}(u)+\sum_{2} g^{*}(u) \tag{18}
\end{equation*}
$$

where in $\sum_{1}$ the summation is extended over the $n<u<r$ satisfying

$$
\begin{equation*}
g^{*}(u) \leqslant \eta d\left(\log _{2} \frac{n}{m}\right)^{k} / k!=U \tag{19}
\end{equation*}
$$

and in $\sum_{2}$ the opposite inequality holds. Clearly $\sum_{1} g^{*}(u) \leqslant r U$. Thus from (15) and (18)

$$
\begin{equation*}
\sum_{2} g^{*}(u)>d r(1-6 \eta)\left(\log _{2} \frac{n}{m}\right)^{k} / k! \tag{20}
\end{equation*}
$$

From (17) and (20) we obtain that the number of summands in $\Sigma_{2} y^{*}(u)$ is greater than

$$
\begin{equation*}
d r(1-6 \eta)\left(1+\frac{C_{1}+\gamma}{\left(\log _{2} \frac{n}{m}\right)^{1 / 2}}\right)^{-\gamma\left(\log _{2} \frac{n}{m}\right)^{1 / 2}}=V \tag{21}
\end{equation*}
$$

Hence finally from (21), (19) and (11) there are at least $V=V(\gamma)$ integers $n<u<r$ satisfying

$$
\begin{equation*}
g(u)>U \tag{22}
\end{equation*}
$$

Now since $\gamma$ is at our disposal we can immediately obtain from (22) the statements of Lemma 3. If $\gamma=\gamma(d, \delta)$ is small enough then clearly $V>r(d-\delta)$ (if $\eta=\eta(d, \delta)$ is sufficiently small) and by a simple compitation for a suitable $\omega=\omega(\gamma)$

$$
U>\exp \left(\omega\left(\log _{2} \frac{n}{m}\right)^{1 / 2} \log _{3} \frac{n}{m}\right)
$$

(the factor $\eta$ of $U$ causes no trouble since $\eta=\eta(\delta, d)$ is fixed and $n / m$ tends to infinity). Thus (6) holds for $(d-\delta) r$ integers, as stated.

On the other hand for an arbitrarily large $\omega$ there is a $\gamma=\gamma(\omega)$ so that

$$
U>\exp \left(\omega\left(\log _{2} \frac{n}{m}\right)^{1 / 2} \log _{3} \frac{n}{m}\right)
$$

and for this value of $\gamma$ a simple computation gives $(\varepsilon=\varepsilon(\gamma))$

$$
V>\varepsilon r>(d-\delta) r
$$

if $\delta>d-\varepsilon$. Thus the second statement of Lemma 3 is also proved.

Instead of assuming (4) we could prove our lemma by assuming $r / n>M(\delta, d)$ and $n / m>M_{1}^{*}(\delta, d) \exp (r / n)^{1 / 2}$ but our computations would be more complicated and Lemma 3 suffices for our purpose in its present form.

Perhaps a more interesting question is to what extent can the condition $\left(\log \frac{n}{m}\right)^{2}>r / n$ be relaxed. It seems to us that the best possible condition for the truth of our lemma is that $n / m$ and $r / n$ tend to infinity so that for every fixed $k$ eventually $n / m>(r / n)^{k}$ but we have not worked out the details of the proof.

Now we are ready to prove Theorem 1. Assume first $1 /(k+1)<a<1 / k$. We shall prove that (2) holds for a suitable $c_{1}=c_{1}(\alpha)$ and all sufficiently large $x$. Put $\eta<[\alpha-1 /(k+1)] / 3$ and let $c_{1}=c_{1}(\eta)$ be a suitable constant.

Put

$$
\begin{gather*}
x_{0}=x^{1 / 2}, \quad x_{i}=\frac{x}{\exp \left(c_{1}\left(\log _{i+1} x\right)^{1 / 2} \log _{i+2} x\right)}, \quad i=1, \ldots, k-1  \tag{23}\\
x_{k}=\frac{x}{\log _{k+1} x}, \quad x_{k+1}=x
\end{gather*}
$$

Now we define inductively the sequences $A_{i}, i=1, \ldots, k+1$ (the sequences $A_{i}$ depend on $x$ but since there is no danger of misunderstanding we do not indicate the dependence on $x$ ). $A_{1}$ is the sequence of $a$ 's belonging to the interval ( $x_{0}, x_{1}$ ), in other words: $t \in A_{1}$ if and only if $x_{0}<t<x_{1}$ and $t \in A$. Assume that for $i<j<k+1$ the sequence $A_{i}$ bas already been defined. The $A_{j}$ is defined as follows: $A_{j}=A_{j}^{(1)} \cup A_{j}^{(2)}$ where $t \in A_{j}^{(1)}$ if and only if $x_{j-1}<t<x_{j}$ and $t \epsilon A, t \in A_{j}^{(2)}$ if and only if $x_{j-1}<t<x_{j}$ and $t$ has at least

$$
\begin{equation*}
\exp \left(2 c_{1}\left(\log _{j} x\right)^{1 / 2} \log _{j+1} x\right)=T_{j} \tag{24}
\end{equation*}
$$

divisors amongst the $A_{j-1}$. Now we prove
Lemma 4. Every integer $t \in A_{j}^{(2)}, 2 \leqslant j \leqslant k+1$, has at least $T_{j}$ divisors amongst the a's (i.e. amongst the members of the sequence $A$ ).

The lemma is obvious for $j=2$ and follows by a simple induction argument for $j>2$. Assume that it holds for $j-1$ and we will prove it for $j$. Let $t \in A_{j}^{(2)}$. By (24) $t$ has at least $T_{j}$ divisors amongst $A_{j-1}=A_{j-1}^{(1)} \smile$ $\cup A_{j-1}^{(2)}$. Assume that $t$ has $D$ divisors in $A_{j-1}^{(1)}$, these divisors are $a$ 's in $\left(x_{j-2}, x_{j-1}\right)$. If $D \geqslant T_{j}$ our lemma is proved. If $D<T_{j}$ our $t$ is divisible by at least one $t^{\prime} \in A_{-1}^{(2)}$ which by our induction assumption is divisible by at least $T_{j-1}>T_{j} a$ 's, hence Lemma 4 is proved.

Now we show that (2) holds for sufficiently small $c_{1}=c_{1}(\alpha, \eta)$ if $x>x_{0}\left(c_{1}\right)$. Assume first that for some $2 \leqslant j \leqslant k+1 \quad(|S|$ denotes the number of elements of the set $S$ )

$$
\begin{equation*}
\left|A_{j}^{(1)} \frown A_{j}^{(2)}\right| \geqslant x_{j-1} \tag{25}
\end{equation*}
$$

(25) immediately implies (2). To see this observe that by $A_{j}^{(1)} \subset A$ (25) implies

$$
\begin{equation*}
\left|A \frown A_{j}^{(2)}\right| \geqslant x_{j-1} \tag{26}
\end{equation*}
$$

(26), (24) and Lemma 4 clearly implies for $j \leqslant k$

$$
\begin{aligned}
f(x) & \geqslant T_{j}\left|A \frown A_{j}^{(2)}\right|>x_{j-1} \exp \left(2 c_{1}\left(\log _{j} x\right)^{1 / 2} \log _{j+1} x\right) \\
& =x \exp \left(c\left(\log _{j} x\right)^{1 / 2} \log _{j+1} x\right)>x \exp \left(c\left(\log _{k+1} x\right)^{1 / 2} \log _{k+2} x\right)
\end{aligned}
$$

which proves (2) for $j \leqslant k$. For $j=k+1$ (25) implies (2) by a simple compatation which we leave to the reader.

Henceforth we can thus assume that for every $2 \leqslant j \leqslant k+1$ and all sufficiently large $x$

$$
\begin{equation*}
\left|A_{j}^{(1)} \frown A_{j}^{(2)}\right|<x_{j-1} . \tag{27}
\end{equation*}
$$

We shall show that (27) leads to a contradiction, and this will complete the proof of (2).

From (27) we deduce that for every $1 \leqslant j \leqslant k+1$ and every $\eta>0$

$$
\begin{gather*}
x_{j-1} \log _{k+1} x \leqslant z \leqslant x_{j},  \tag{28}\\
A_{j}(z)>z j(\alpha-3 \eta) \tag{29}
\end{gather*}
$$

if $c_{1}=c_{1}(\eta)$ is sufficiently small and $x>x_{0}\left(c_{1}\right)$ is sufficiently large.
We prove (29) by induction with respect to $j$. First of all we remark that (23) implies $x_{j-1} \log _{k+1} x<x_{j}$, (29) clearly holds for $j=1$ since $A$ has lower density $\alpha$. Assume that (29) holds for $j-1$, we will prove it for $j$. We apply Lemma 3 with $m=x_{j-2} \log _{k+1} x, n=x_{j-1}, r=z, B=A_{j-1}$. From (23) we deduce by a simple calculation that (4) is satisfied. By a further simple computation we obtain from (23) that for sufficiently large $x$

$$
\begin{equation*}
\log _{2} \frac{n}{m}>\frac{1}{3} \log _{j} x . \tag{30}
\end{equation*}
$$

Now we can use (6) of Lemma 3. By our induction hypothesis (29) holds for $j-1$ hence (5) holds with $d=(j-1)(\alpha-3 \eta)$ hence if we put $\delta=\eta$ we have by Lemma 3 if $c=c(\eta)$ is sufficiently small (use (6) and (24))

$$
\begin{equation*}
A_{j}^{(2)}(z)>z((j-1) \alpha-3(j-1) \eta-\eta)=z((j-1) \alpha-(3 j-2) \eta) . \tag{31}
\end{equation*}
$$

Further since the lower density of $A$ is a

$$
\begin{equation*}
A_{j}^{(1)}(z) \geqslant z(\alpha+O(1))>z(\alpha-\eta) . \tag{32}
\end{equation*}
$$

From (31), (32) and (27) we finally obtain for sufficiently large $x$

$$
A_{j}(z)=A_{j}^{(1)}(z)+A_{j}^{(2)}(z)-\left|A_{j}^{(1)} \cap A_{j}^{(2)}\right|>z j(\alpha-3 \eta)
$$

which completes the proof of (29).

Now we show that (29) leads to a contradiction and this will complete the proof of (2). Apply (29) with $j=k+1, z=x=x_{k+1}$. We then obtain from $\eta<(\alpha-1 /(k+1)) / 3, x \geqslant A_{k+1}(x) \geqslant(k+1) x(a-3 \eta)>x$ an evident contradiction. Thus (2) is proved.

It follows immediately from Lemma 3 that to every $C$ there is an $\varepsilon$ so that if $A$ has density $>1-\varepsilon$ then

$$
f(x)>x \exp \left(C\left(\log _{2} x\right)^{1 / 2} \log _{3} x\right)
$$

We leave the simple proof to the reader. Thus as stated in the introduction, $L(\alpha) \rightarrow \infty$ as $a \rightarrow 1$. Unfortunately we were unable to prove that $L(\alpha) \rightarrow \infty$ as $\alpha \rightarrow 1 / k$ if $k>1$ (from below).

Now we prove Theorem 2. Assume $1 /(k+1)<\alpha<1 / k, k \geqslant 2$. First of all we show that there exists a sequence of density $\alpha$ for which (3) holds for a suitable $c_{2}=c_{2}(\alpha)$. We will not give all the details but leave some of the simple arguments to the reader.

Let $\eta=\eta(\alpha)$ be sufficiently small and let

$$
\begin{equation*}
p_{i}^{(j)}, \quad i=1,2, \ldots ; j=1,2, \ldots, k-1, \tag{33}
\end{equation*}
$$

be $k_{i}-1$ disjoint sequences of primes so that for every $j=1,2, \ldots, k-1$ the density of integers divisible by at least one of the $p_{i}^{(j)}, i=1,2, \ldots$ and none of the $p_{i}^{(s)}, i=1,2, \ldots ; s<j$ is $a$.

It is easy to see that such a sequence of primes exists. It suffices to bave for $j=1,2, \ldots, k-1$

$$
\begin{equation*}
\prod_{i}\left(1-\frac{1}{p_{i}^{(j)}}\right)=\frac{1 / \alpha-j}{1 / \alpha-j+1} . \tag{31}
\end{equation*}
$$

A simple argument then shows that any set of $k-1$ disjoint sequences of primes satisfying (34) also satisfies (33).

Now we are ready to construct our sequence $A$ of density $\alpha$ satisfying (3). Let $x_{1}=10$ and $\log _{k} x_{r}=x_{r_{-1}}$. Assume that our sequence $A$ has been defined up to $x_{r-1}$, we extend it up to $x_{r}$ as follows:

Let $j=1,2, \ldots, k-1$. Put

$$
\begin{equation*}
x_{r}^{(0)}=x_{r-1}, \quad x_{r}^{(j)}=\frac{x_{r}}{\log _{j} x_{r}} . \tag{35}
\end{equation*}
$$

Let now $x_{r}^{(i-1)}<t<x_{r}^{(i)} . t \in A$ if and only if $p_{i}^{(j)} \mid t$ for some $i$ but $p_{i}^{(s)} \nmid t$ for every $s<j$ and every $i$. This defines the sequence $A$ up to $x_{r} / \log _{k-1} x_{r}$. Clearly by (33) for every $z \leqslant x_{r} / \log _{k-1} x_{r}, A(z)=(\alpha+o(1)) z$.

Now we have to define the sequence $A$ in $\left(x_{r} / \log _{k-1} x_{r}, x_{r}\right)$. Denote by $B$ the sequence of the integers in $\left(x_{r} / \log _{k-1} x_{r}, x_{r}\right)$ which are not divisible by any of the $p_{i}^{(j)}, i=1,2, \ldots ; 1 \leqslant j \leqslant k-1$. Clearly by (34) for every $x_{r} / \log _{k-1} x_{r}<z<x_{r}$

$$
\begin{equation*}
B(z)=(1+o(1)) \alpha\left(\frac{1}{\alpha}-k+1\right) z . \tag{36}
\end{equation*}
$$

Determine now $c$ from the equation

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int_{-c} e^{-x^{2} / 2} d x=\left(\frac{1}{\alpha}-k+1\right)^{-1} \tag{37}
\end{equation*}
$$

Let now $x_{r} / \log _{k-1} x_{r}<t<x_{r} . t \in A$ if and only if $t \epsilon B$ and $\left(l=\log _{k-1} x_{r}\right)$

$$
\begin{equation*}
\left|\Omega_{l}(t)-\log _{k+1} x_{r}\right|<c\left(\log _{k+1} x_{r}\right)^{1 / 2} \tag{38}
\end{equation*}
$$

From (36), (37), (38) we easily obtain by the well known theorem of Erdös and Kac [2], that for every $z<x_{r} A(z)=\alpha z+o(z)$. Thus the inductive definition of our sequence $A$ is completed and our sequence $A$ clearly has density $\alpha$.

Now we show

$$
\begin{equation*}
f\left(x_{r}\right)<x_{r} \exp \left(c_{2}\left(\log _{k+1} x_{r}\right)^{1 / 2} \log _{k+2} x_{r}\right) \tag{39}
\end{equation*}
$$

Observe that if $a_{u} \mid a_{v}, a_{v} \leqslant x_{r}$, then either $a_{u} \leqslant x_{r}^{(0)}$ or for some $0<j \leqslant k-1, x_{r}^{(j-1)}<a_{u} \leqslant a_{v} \leqslant x_{r}^{(j)}$ or finally $x_{r}^{(k-1)}<a_{u} \leqslant a_{v} \leqslant x_{r}$. Thus

$$
\begin{equation*}
f(x)=\sum_{a_{u} \alpha_{v}}^{\prime} 1+\sum_{a_{u} u^{\alpha \alpha_{v}}}^{\prime \prime} 1+\sum_{a_{u^{\prime \alpha_{v}}}^{\prime \prime \prime}}^{\prime \prime \prime} 1 \tag{40}
\end{equation*}
$$

where in $\Sigma^{\prime} a_{u} \leqslant x_{r}^{(0)}=x_{r-1}$ in $\sum^{\prime \prime} x_{r}^{(j-1)}<a_{u} \leqslant a_{v} \leqslant x_{r}^{(j)}$ for some $j=1, \ldots, \bar{k}-1$ and in $\sum^{\prime \prime \prime} x_{r}^{(k-1)}<a_{u} \leqslant a_{v} \leqslant x_{r}$. We evidently have

$$
\begin{equation*}
\sum_{a_{u} a_{v}}^{\prime} 1<x_{r} \sum_{t<x_{r-1}} 1 / t<2 x_{r} \log x_{r-1}<2 x_{r} \log _{k+1} x_{r} \tag{41}
\end{equation*}
$$

Further (in $\sum^{(j)} x_{r}^{(j-1)}<a_{u} \leqslant a_{v} \leqslant x_{r}^{(j)}$ )

$$
\begin{equation*}
\sum_{a_{r} \mid a_{v}}^{(j)} 1<\frac{x_{r}}{\log _{j} x_{r}} \sum_{t<\log _{j-1} x_{r}} 1 / t<2 x_{r} \tag{42}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\sum_{\left.a_{u}\right|^{\prime a_{v}}}^{\prime \prime} 1<2 k x_{r} \tag{43}
\end{equation*}
$$

Now we estimate $\Sigma^{\prime \prime \prime}$. Let $x_{r} / \log _{k-1} x_{r}<a_{e}<x_{r}$. Then by (38)

$$
\Omega_{l}(t)<\log _{k+1} x_{r}+c\left(\log _{k+1} x_{r}\right)^{1 / 2}
$$

Put

$$
\log _{k+1} x_{r}+c\left(\log _{k+1} x_{r}\right)^{1 / 2}=T_{1}, \quad 2 c \log _{k+1} x_{r}=T_{2} .
$$

Clearly for fixed $a_{v}$ the number of $u$ 's for which $a_{u} \mid a_{v}, x_{r} / \log _{k-1} x_{r}<a_{u}<x_{r}$ is at most

$$
\begin{equation*}
\sum_{i=0}^{T_{2}}\binom{T_{1}}{i}<\frac{1}{2} \exp \left(c_{2}\left(\log _{k+1} x_{r}\right)^{1 / 2} \log _{k+2} x_{r}\right) \tag{44}
\end{equation*}
$$

for a suitable $c_{2}=c_{2}(c)=c_{2}(\alpha)(c$ by (37) is determined by $\alpha)$. Thus from (44)

$$
\begin{equation*}
\sum_{a_{u^{a} v_{v}}^{\prime \prime \prime}} 1<\frac{x_{r}}{2} \exp \left(c_{2}\left(\log _{k+1} x_{r}\right)^{1 / 2} \log _{k+2} x_{r}\right) \tag{45}
\end{equation*}
$$

$(40),(41),(43)$ and (45) clearly imply (39) and thus (3) is proved.
By the same method we can prove that ( $3^{\prime}$ ) holds, to see this it suffices to let in (38) c tend to infinity sufficiently slowly depending on $g(x)$. We leave the details to the reader.

To complete the proof of Theorem 2 we now have to show that if $k>1$ and $\alpha$ tends to $1 /(k+1)$ from above $c_{2}=c_{2}(\alpha)$ tends to 0 . We will only outline the proof and leave some of the details to the reader.

More precisely we shall prove the following result: Let $k>1$. To every $\varepsilon$ there is a $\delta$ so that for every $1 /(k+1)<\alpha<1 /(k+1)+\delta$ there is a sequence $A$ of density $\alpha$ for which (3) holds with a $c_{2}=c_{2}(\alpha)<\varepsilon$.

To prove this statement we define our sequence $A$ in the interval $\left(x_{r-1}, x_{r} / \log _{k-1} x_{r}\right)$ just as previously. Thus the whole proof proceeds as previously until (36). Determine now $\eta$ from the equation

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\eta} e^{-x^{2} / 2} d x=\left(\frac{1}{\alpha}-k+1\right)^{-1} \tag{46}
\end{equation*}
$$

Clearly as $a$ tends to $1 /(k+1), \eta$ will tend to 0 from above.
Let now $x_{r} / \log _{k-1} x_{r}<t<x_{r} / \log _{k} x_{r} . t \in A$ if and only if $t \in B$ and $\left(l=\log _{k-1} x_{r}\right)$

$$
\begin{equation*}
\Omega_{l}(t)>\log _{k+1} x_{r}-\eta\left(\log _{k+1} x_{r}\right)^{1 / 2} \tag{47}
\end{equation*}
$$

Let finally $x_{r} / \log _{k} x_{r}<t<x_{r}$. Then $t \in A$ if and only if $t \epsilon B$ and

$$
\begin{equation*}
\Omega_{l}(t)<\log _{k+1} x_{r}+\eta\left(\log _{k+1} x_{r}\right)^{1 / 2} . \tag{48}
\end{equation*}
$$

From (46), (47) and (48) it follows by the theorem of Erdos and Kac [2] that $A$ has density $\alpha$ (we use $\int_{-\infty}^{\eta} e^{-x^{2} / 2} d x=\int_{-\eta}^{+\infty} e^{-x^{2} / 2}(x \cdot x)$.

As in the previous proof we easily obtain for our sequence $A$ (see (40), (41), (42) and (43))

$$
\begin{equation*}
f(x)<\sum_{a_{u} a_{v}}^{*} 1+O\left(x_{r} \log _{k+1} x_{r}\right) \tag{49}
\end{equation*}
$$

where in $\sum^{*}$

$$
\frac{x_{r}}{\log _{k-1} x_{r}}<a_{u}<\frac{x_{r}}{\log _{k} x_{r}} \quad \text { and } \quad \frac{x_{r}}{\log _{k} x_{r}}<a_{v}<x_{r}
$$

Put

$$
\log _{k+1} x_{r}+\eta\left(\log _{k+1} x_{r}\right)^{1 / 2}=T_{1}^{\prime}, \quad 2 \eta\left(\log _{k+1} x_{r}\right)^{1 / 2}=T_{2}^{\prime}
$$

We have as in (44) and (45)

$$
\begin{equation*}
\sum_{a_{u} \mid a_{v}}^{*} 1 \leqslant \sum_{i=0}^{T_{2}^{\prime}}\binom{T_{1}^{\prime}}{i}<x_{r} \exp \left(\frac{\varepsilon}{2}\left(\log _{k+1} x_{r}\right)^{1 / 2} \log _{k+2} x_{r}\right) \tag{50}
\end{equation*}
$$

if $\eta=\eta(\varepsilon)$ is sufficiently small. (49) and (50) clearly implies that (3) holds with a $c_{2}<\varepsilon$ as stated. Thus the proof of Theorem 2 is complete.

Unfortunately we were unable to complete the proof in the case $k=1$ (i.e. if $\alpha \rightarrow 1 / 2$ from above) and in fact are uncertain if the result continues to hold in this case.

For each $x$ denote by $l(x)$ the smallest integer $k$ for which $1<\log _{k} x$ $<e$. It seems to us that by the methods of this paper we can obtain the following results: Let $a_{1}<a_{2}<\ldots$ be a sequence of integers satisfying for a certain $\varepsilon>0$ and all sufficiently large $x$

$$
A(x)>(1+\varepsilon) \frac{x}{l(x)}
$$

Then $f(x) / x \rightarrow \infty$. On the other hand there exists a sequence $a_{1}<\ldots$ satisfying for all large $x$

$$
A(x)>(1-\varepsilon) \frac{x}{l(x)}
$$

and nevertheless $\liminf _{x \rightarrow \infty} f(x) / x=0$.
We have not in fact worked out the proof of these theorems and we can not be absolutely sure that they are correct.

The following result can be proved by the methods of [1]. Let $c$ be a sufficiently large constant and assume that the sequence $A$ satisfies

$$
\limsup _{x=\infty} \frac{(\log \log x)^{1 / 2}}{\log x} \sum_{a_{i}<x} \frac{1}{a_{i}}>c
$$

Then $\limsup f(x) / x=\infty$. Perhaps the following result holds: Assume that

$$
\begin{equation*}
\limsup _{x=\infty} \frac{(\log \log x)^{1 / 2}}{\log x} \sum_{a_{i}<x} \frac{1}{a_{i}}>0 \tag{51}
\end{equation*}
$$

Then $\limsup f(x) / x=\infty$. We proved that (51) implies that $a_{i} \mid a_{j}$ has $x=\infty$ infinitely many solutions [3].

Put $F(x)=\sum_{\substack{a_{i<1} \alpha_{j} \\ a_{j}}}^{\prime \prime} 1$ where the dash indicates that the summation is extended over those $a_{i} \mid a_{j}$ for which all prime factors of $a_{j} \mid a_{i}$ are greater than the greatest prime factor of $a_{i}$. It is easy to see that there is a sequence of positive density for which $\liminf F(x) / x=0$ but for every such $x=\infty$ sequence

$$
\limsup _{x=\infty} F(x) / x(\log \log x)^{1 / 2}>0 .
$$

## References

[1] P. Erdös, A. Sárközi and E. Szemerédi, On the divisibility properties of sequences of integers $I$, Acta Arith. 11 (1966), pp. 411-418.
[2] P. Erdös and M. Kac, The Gaussian law of errors in the theory of additive number theoretic functions, Amer. J. Math. 62 (1940), pp. 738-742.
[3] P. Erdös, A. Sárközi and E. Szemerédi, On a theorem of Behrend. J. Australian Math. Soc. 7 (1967), pp. 9-16.
[4] L. G. Sathe, On a problem of Hardy on the distribution of integers having a given number of prime factors I, II, III and IV, J. Indian Math. Soc. 17 (1953), pp. 63-141 and 18 (1954), pp. 27-81. See also A. Selberg, Note on a paper by L. G. Sathe, ibid. 18 (1954), pp. 83-87 and P. Erdös, On the integers having exactly k. prime factors, Annals of Math. 49 (1948), pp. 53-66.
[5] P. Turán, On a theorem of Hardy and Ramanujan, J. London Math. Soc. 9 (1934), pp. 274-276.

Reģ par la Rédaction le 25. 3. 1967

