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Throughout this paper $A$ and $B$ will denote infinite sequences of integers, $B_{k}$ denotes a sequence of integers having $k$ terms. $A+B$ denotes the set of integers of the form $a_{1}+b_{j}, a_{1} \in A, b_{j} \in B$.
$B$ is called a basis of order $r$ if every sufficiently large integer is the sum of $r$ or fewer $b^{\prime} s, B$ is a basis if it is a basis of order $r$ for some $r$.
$\bar{A}$ will denote the complementary sequence of $A$, in other words $n$ is in $\bar{A}$ if and only if it is not in A.

Put $A(x)=\sum_{a_{1} \leq x}^{\sum 1,} A(u, v)=A(u)-A(v), \lim _{x=\infty} \frac{A(x)}{x}$ if it exists is the density of $A, \quad \lim _{x=\infty} \frac{A(x)}{x}$ is the lower density.
R. Blum asked us the following question: Does there exist for every $0<\alpha<1$ a sequence $A$ of density $\alpha$ so that for every $B$ the density of $A+B$ is 1 ? We shall prove this by probabilistic methods, in fact we prove the following, (in the meantime Blum solved his original problem by different methods).

Theorem 1. To every $\alpha, 0<\alpha<1$ there is a sequence $A$ of density $\alpha$ so that for every $B_{k}, k=1,2, \cdots$ the density of $A+B_{k}$ is $1-(1-\alpha)^{k}$.

Theorem 1 clearly implies that for every $B$ the density of $A+B$ is 1 , thus the answer to Blum's question is affirmative.

Next we show that Theorem 1 is, in a certain sense, best possible. We prove

Theorem 2. Let $A$ be any sequence of density $\alpha$. Then to every $\varepsilon>0$ and to every $k$ there is a $B_{k}$ so that the lower density of $A+B_{k}$ is less than $1-(1-\alpha)^{k}+\varepsilon$.

There is a slight gap between Theorems 1 and 2 . It seems certain that

Theorem 1 can be slightly strengthened and that the following result holds:
To every $\alpha$ there is a sequence $A$ of density $\alpha$ so that for every $B_{k}$ the density of $\mathrm{A}+\mathrm{B}_{\mathrm{k}}$ is greater than $1-(1-\alpha)^{\mathrm{k}}$.

We did not carry out the details of the construction of such a sequence $A$.
We observe that in Theorem 2 lower density cannot be replaced by density or upper density. To see this let $n_{1}<n_{2}<\cdots$ be a sequence of integers satisfying $n_{k+1} / n_{k} \rightarrow \infty$. For every $j, j=1,2, \cdots$ and $k=2^{j-1}(2 r+1), r=0,1, \cdots$, $U$ is in $A$ if $n_{k}<U \leq n_{k+1}$ and $U \equiv \ell(\bmod 2 j), ~ \ell=0, \cdots, j-1$. Clearly $A$ has density $1 / 2$, but for every $B_{2}, A+B_{2}$ has upper denaity 1 (to see this let $b_{1}$ and $b_{1}+j$ be the elements of $B_{2}$ then for every $k=2^{1-1}(2 r+1)$ all but $o\left(n_{k+1}\right)$ of the integers not exceeding $n_{k+1}$ are in $\left.A+B_{2}\right)$.

Finally we settle an ald question of St Ch . St $\mathrm{B} h \mathrm{hr}$ [4] asked if there is a sequence $A$ of density 0 so that for every basis $B, A+B$ has density 1 ? He also asked if the primes have the above property? Erdids [1] proved that the answer to the latter is negative. We shall outline the proof of the following:

> Theorem 3. Let $f(n)$ be an increasing functian tending to infinity as slowly as we please. There always is a sequence $A$ of density 0 so that for every $B$ satisfying, for all sufficiently large $n, B(n)>f(n)$, $A+B$ has density 1.

It is well known and easy to see that for every basis $B$ of order $r$ we have $B(n)>\mathrm{cn}^{1 / \mathrm{r}}$, thus Theorem 3 affirmatively answers $S t \mathrm{H}_{\mathrm{i}}$ 's flrst question.

Before we prove our Theorems we make a few remarks and state scme problems. First of all it is obvious that for every $A$ of density 0 there is a $B$ so that $A+B$ also has density 0 . On the other hand it is known [5] that there are sequences $A$ of density $O$ so that for every $B$ of positive density $A+B$ has density 1 . It seems very likely that such a sequence $A$ of density 0 cannot be too lacunary. We conjecture that if $A$ is such that $n_{k+1} / n_{k}>c>1$ holds for every $k$ then there is a $B$ of positive density so that the density of $A+B$ is not 1 .

We once considered sequences A which have the property $P$ that for every $B A+B$ contains all sufficiently large integers [2]. We observed that then there is a subsequence $B_{k}$ of $B$ so that $A+B_{k}$ also contains all sufficiently large integers ( $k$ depends on $B$ ).

It is easy to see that the necessary and sufficient condition that $A$ does not have property $P$ is that there is an infinite sequence $t_{1}<t_{2}<\cdots$ so that for infinitely many $n$ and for every $t_{i}<n$

$$
\begin{equation*}
\bar{A}\left(n-t_{i}, n\right) \geq 1 . \tag{1}
\end{equation*}
$$

(1) easily implies that if $A$ has property $P$ then the density of $A$ is 1 (the converse is of course false).

It is not difficult to construct a sequence $A$ which has property $P$ and for which there is an increasing sequence $t_{1}<t_{2}<\cdots$ so that for every $i$ there are infinitely many values of $n$ for which

$$
\begin{equation*}
\bar{A}\left(n-t_{1}, n\right)>1 \tag{2}
\end{equation*}
$$

(2) of course does not imply (1). Also we can construct a sequence $A$ having property $P$ so that for every $k$ there is a $B^{(k)}$ so that for every subsequence $\mathrm{B}_{\mathrm{k}}^{(\mathrm{k})}$ of $\mathrm{B}^{(k)}$ infinitely many integers should not be of the form $\mathrm{A}+\mathrm{B}_{k}^{(k)}$.

Now we prove our Theorems. The proof of Theorem 1 will use the method used in [3]; thus it will be sufficient to outline it. Define a measure in the space of all sequences of integers. The measure of the set of sequences which cantain $n$ is $\alpha$ and the measure of the set of sequences of $n$ which does not contain $n$ is $1-\alpha$. It easily follows from the law of large mumers that in this measure almost all sequences have density $\alpha$. We now show that almost all of them satisfy the requirement of our theorem.

For the sake of simplicity assume $\alpha=1 / 2$. Then our measure is simply the Lebesgue measure in $(0,1)$ (we make correspond to the sequence $A=\left\{a_{1}<\cdots\right\}$ the real number $\sum_{i=1}^{\infty} \frac{1}{2^{a_{i}}}$ ). Our theorem is then an immediate consequence of the
following theorem (which is just a restatement of the classical theorem of Borel that almost all real numbers are normal). Almost all real numbers $X=\sum_{i=1}^{\infty} \frac{1}{2^{a_{1}}}$ have the fallowing property: Let $b_{1}<\cdots<b_{k}$ be any $k$ integers. Then the density of integers $n$ for which $n-b_{j}$ is one of the $a^{\prime} s$ for some $j=1, \cdots, k$ is $1-\frac{1}{2^{k}}$. For $\alpha \neq \frac{1}{2}$ the proof is the same.

Next we prove Theorem 2. Here we give all the details. Let $T=T(k, c)$ be sufficiently large, we shall show that there is a sequence $B_{k}$ in $(1, T)$ (1.e. $1 \leq \mathrm{b}_{1}<\cdots<\mathrm{b}_{k} \leq T$ ) so that the lower density of $A+B_{k}$ is less than $1-\frac{1}{2^{k}}+c$

First we show

$$
\begin{equation*}
\sum_{n=T}^{x} \bar{A}(n-T, n)=(1+o(1)) \frac{T x}{2} \tag{3}
\end{equation*}
$$

Let $\bar{a}_{1}<\bar{a}_{2}<\cdots$ be the elements of $\bar{A}$. To prove (3) observe that with a number (at most $T$ ) of exceptions, independent of $x$, every $\bar{a}_{i} \leq x-T$ occurs in exactily $T$ of the intervals $(n-T, n), T \leq n \leq x$ and each $a_{i}$ satisfying $x-T<\bar{a}_{1} \leq x$ occurs in fewer than $T$ of these intervals. Thus the $a_{1} \leq x-T$ each contribute $T$ to the sum on the left of (3). Hence

$$
o(x)+T \bar{A}(x-T) \leq \sum_{n=T}^{x} \bar{A}(n-T, n) \leq T \bar{A}(x)
$$

which by $\bar{A}(x)=(1+o(1)) \frac{x}{2}$ proves (3).

Let now $T \leq n \leq x$. Clearly we can choose in

$$
(\bar{A}(n-t, n))
$$

ways $k$ integers $1 \leq b_{1}<\cdots<b_{k} \leq T$ so that $A+B_{k}$ should not contain $n$. Thus by a simple averaging argument there is a choice of a $B_{k}$ in ( $1, T$ ) so that there are at least

$$
\begin{equation*}
\frac{1}{\binom{T}{k}} \sum_{n=T}^{x}(\bar{A}(n-T, n)) \tag{4}
\end{equation*}
$$

values of $n \leq x$ not in $A+B_{k}$. Now it follows from (3) that

$$
\begin{equation*}
\sum_{n=T}^{x}(\mathbb{A}(n-T, n)) \geq(1+o(1)) \times\binom{\left[\frac{T}{2}\right]}{k} \tag{5}
\end{equation*}
$$

since it is well known and easy to see that if $\Sigma w_{i}$ is given then $\Sigma\binom{W_{i}}{k}$ is a mintmum if the $w_{1}{ }^{\prime} s$ are as equal as possible. Finally observe that for $\mathrm{T}>\mathrm{T}(\mathrm{k}, \mathrm{\varepsilon})$

$$
\begin{equation*}
\binom{\left[\frac{T}{2}\right]}{k}>\left(1-\frac{s}{2}\right) 2^{-k\binom{T}{k} . . . . . .} \tag{6}
\end{equation*}
$$

Thus from (4), (5) and (6) it follows that there is a $B_{k}$ in (1,T) so that more than $x\left(\frac{1}{2^{k}}-\frac{c}{2}\right)$ integers $n \leq x$ are not in $A+B_{k}$. This $B_{k}$ may depend an $x$, but there are at most $\binom{T}{k}$ possible choices of $B_{k}$ and infinitely many values of $x$. Thus the same $B_{k}$ occurs for infinitely meny different choices of the integer $x$.

In other words for this $B_{k}$ the lower density of $A+B_{k}$ is less than $1-\frac{1}{2^{k}}+\varepsilon$ as stated.

It is easy to see that Theorem 2 remains true for all sequences $A$ of lower density $\alpha$. The only change in the proof is the remark that (3) does not hold for all $X$ but only for the subsequence $x_{i}, x_{i} \rightarrow \infty$ for which $\lim _{x_{1}=\infty}\left(X_{i}\right) / X_{1}=\alpha$.

Now we outline the proof of Theorem 3. The proof is similar but more complicated than the proof of Theorem 1 . We can assume without loss of generality that $f(x)=o\left(x^{\eta}\right)$ for every $\eta>0$, but $g(x)=\left[f(\log x)^{1 / 2}\right]$. Define a measure In the space of sequences of integers so that the set of sequences containing $n$ has measure $\frac{1}{B(n)}$ and the measure of the set of sequences not containing $n$ bas measure $1-\frac{1}{g(n)}$. It easily follows from the law of large numbers that for a.lmost all sequences

$$
A(x)=(1+o(1)) \frac{x}{g(x)}
$$

We outline the proof that for almost all sequences $\mathrm{A}, \mathrm{A}+\mathrm{B}$ has density 1
for all $B$ satisfying $B(x)>f(x)$ for all sufficiently large $x$. In fact we prove the following statement:

For every $c>0$ there is an $n_{0}(c)$ so that for every $n>n_{0}(c)$ the measure of the set of sequences $A$ for which there is a sequence $B_{k}, k>[f(l o g n)]$ in ( $1, \log n$ ) so that the number of integers $m \leq n$ not of the form $A+B_{k}$ is greater then $m$, is less than $\frac{1}{n^{2}}$.

Theorem 3 easily follows from our statement by the Borel-Cantelli lemma.

Thus we only have to prove our statement. Let $1 \leq b_{1}<\cdots<b_{k}<\log n$ be ane of our sequences $B_{k}$. If $m$ is not in $A+B_{k}$ then none of the mumbers $m-b_{1}, 1=1, \cdots, k, k \geq f(\log n)$, are in A. Thus the measure of the set of sequences for which $A+B_{k}$ does not contain $m$ equals

$$
\begin{equation*}
\prod_{i=1}^{k}\left(1-\frac{1}{g\left(m-b_{1}\right)}\right)<\left(1-\frac{1}{g(n)}\right)^{k}=\left(1-\frac{1}{\sqrt{k}}\right)^{k}<\frac{\epsilon}{4} \tag{7}
\end{equation*}
$$

Let now $m_{1}, \cdots, m_{r}$ be any $r$ integers which are pairwise congruent $\bmod [l \circ g n]$. A simple argument shows that the $r$ events: $m_{1}$ does not belóng to $A+B_{k}$ are independent. Then by a well known argument it follows from (7) that the measure of the set of sequences $A$ for which these are more than $\frac{m}{2}$ integers $m \equiv u(\bmod [\log n]), m<n$ which are not in $A+B_{k}$ is less than ( $\exp 2=e^{2}$ )

$$
\begin{equation*}
\exp \left(-c_{8} n / \log n\right)<\exp \left(-n^{1 / 2}\right) \tag{8}
\end{equation*}
$$

From (8) and from the fact that there are only $\log n$ choices for $u$ it follows that the measure of the set of sequences $A$ so that for a given $B_{k}$ there should be more than $m$ integers $m \leq n$ not in $A+B_{k}$ in less than

$$
\begin{equation*}
\log n . \quad \exp \left(-n^{1 / 2}\right) \tag{9}
\end{equation*}
$$

There are clearly fewer than $2^{\log n}<n$ possible choices for $B_{k}$, thus by (9) the measure of the set of sequences $A$ for which there is a $B_{k}$ in $(1,10 g n)$ so that there should be more than integers not in $A+B_{k}$ is less than

$$
\mathrm{n} \log n \quad \exp \left(-n^{1 / 2}\right)<1 / n^{2}
$$

for $n>n_{o}$, which proves our statement, and al so Theorem 3 .

