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A THEOREM IN THE PARTITION CALCULUS
CORRIGENDUM

BY

P. ERDŐS AND E. C . MILNER

We are gratef�l to Dr. A. Kr�se for drawing o�r attention to some misprints in
[1], and also to a technical error in o�r ded�ction of (19) which we remedy below .

Misprints . 1 . Page 502, last line. Replace w12 by co lt
2. Page 505, eq�ation (17) . This sho�ld read :

(17)

	

gi(gi+i( . . . (gj-1(yi)) . . .)) = Yi

	

(i < J < (o) .

3. Page 505, line 3 . Replace (12) by (14) .
4. Page 505, line 4 . The displayed form�la sho�ld read

p = gi(gi+1(
.
. * gj-1(y7))

. . .) .

In order to make (19) correct we define X., S(n) (n<(o) a little more caref�lly
and replace lines 21-31 on Page 504 by the following :

Let n < co and s�ppose that we have already chosen elements xi c S (i<n)
and a s�bset

(12)

	

S(n) _ U (v c B)Avn )(<)

of S of order type oc# s�ch that S ( n ) cK1({xj :i<n)) . If a>a+a, then choose
sets A,A'cA(' ) s�ch that A<A' ; if on the other hand a~a+a, then p�t
A=A'=A( n ) . In either case it is tr�e that if x c A and Ai c A', then there is A2
A 1 s�ch that {x}<A2. With this remark in mind, it now follows from (10) that
there are xn E A, a strictly increasing map gn:B-B and sets A(n+1) (v c B) s�ch
that

(13)

	

g,,(yi) = Yi

	

(i < n),

(14)

	

A,(n+,) C

	

(n)v

	

Kl(x,,) n A,'), )

	

(v c- B),

(16)

	

{xn} < Ayn+l) (-- A ' .

From the definition of A, we also have

(15)

	

x,,, c- A(n) c S(n) .
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A THEOREM IN THE PARTITION CALCULUS

BY

P . ERDŐS AND E. C. MILNER(')

1 . Introd�ction If S is an ordered set we write tp S to denote the order type of
S and ISI for the cardinal of S. We also write [S]k for the set {X:X - S, IXI =k) .
The partition symbol

(1)

	

a - 00, fli)2

connecting the order types a, flo, P1 by definition (see [2]) means : if tp S=a and
[S] 2 is partitioned in any way into two sets Ko, Kl then there are i<2 and B - S s�ch
that tp B=fl i and [B] 2 - K2 . The negation of (1) is written as a-H(P o , fl1) 2 .

The p�rpose of this note is to prove that

(2)

(4)

(01+vh --> (2h
,
(01+v)2

holds for h < w and v < co, We have known this res�lt since 1959 . It has been
q�oted in lect�res on the partition calc�l�s by Erdös and there is mention of the
theorem in the literat�re ([3], [7], [11]) . A proof was given in Milner's thesis [6] .
However, we have been asked for details of the proof on several occasions and so
it seems desirable to have a reference which is more readily available than [6] .

For finite k, (2) gives
(3)

	

(04k+1

	

(4, (o2k+1 )2 '

and this sho�ld be contrasted with the negative relation

a-H (3, coU+1)2

	

(a < (03k+1)

proved in [7] . We know that (3) is not best possible . For example, it is known that

OJ 4 -* (4, Q) 3 )',

	

0 +-> (5, 0 3)2 .
These res�lts were first proved by A . Hajnal, then by F. Galvin and, more recently
by Haddad and Sabbagh [11] . These a�thors independently discovered a finite
algorithm for deciding the tr�th val�e of (1) for the case a< (0' . Hajnal and Galvin
did not p�blish their res�lts b�t a preliminary acco�nt of the algorithm is described
in the papers by Haddad and Sabbagh ([9], [10], [11]) . Q�ite recently Chang [1]
proved that co---*(3, (o-) 2 and Milner (�np�blished) generalized this by proving
that

ww -> (m, (ow)'

	

(m < (0) .

Received by the editors Febr�ary 12, 1971 and, in revised form, April 27, 1971 .
(1) Research s�pported by National Research Co�ncil Grant A-5198 .
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This again shows that (2) is far from being best possible . Even so, it is still the best
general positive res�lt of this kind known to �s and so it remains of interest .(') .

We sho�ld like to express o�r gratit�de to the referee for a n�mber of �sef�l
comments. In partic�lar, the proof of (9) follows a s�ggestion of the referee and is
simpler than o�r original version .

2. The order relation in an ordered set will always be denoted by < . If A, B are
s�bsets of the ordered set S, we write A < B if a < b holds for all a c- A and b c- B.
We also write

S=UA, (<)
veN

to indicate that S and N are ordered sets, S= UvcN A,, and A,< A, holds whenever
,�, v c- N and � < v . We write tp A > tp B if there is a s�bset A' c A which is order
isomorphic to B. If a, P are order types we write a-_P if a >(3 and P > a .

An order type a is additively indecomposable (AI) if a=p+y implies that either
>a or y>a. a is right-Al if a=P+y, y00 implies y?a; left-AI is similarly de-

fined. The type a is strongly indecomposable (SI) if whenever tp A= 0c, A=B U C,
then either tp B > a or tp C > a. Clearly SI implies AI . We say a is right (left)-SI if
it is SI and right (left)-AI . It is well known that the AI ordinal n�mbers are 0 and
powers of w and these are even right-SI (e.g ., see [8]) .
A type a is said to be scattered if a>_rl, the order type of the rationale . Laver [5]

proved that the scattered types are well-q�asiordered and an easy conseq�ence
of this (e.g . [4]) is that a scattered set is the �nion of a finite n�mber of sets whose
types are SI . We will say that # is a strong type if, whenever tp B=P and D - B,
then there are n<w and sets D	D,,, c D s�ch that

(5) tp Dg is SI for l = 1, . . . , n ;
(ó) if M - D and tp (M o DJ > tp D2for i = 1, . . . , n, then tp M-- tp D .

From Cantor's classical theorem that an ordinal n�mber is expressible as a finite
s�m of SI ordinal n�mbers, it follows that an ordinal n�mber a and its reverse a*
are strong types . We mistakenly tho�ght that any scattered type is strong, b�t the
simple example ((J*+0))a)2 pointed o�t to �s by R . Laver, shows that this is false .
O�r theorem stated in the next section, which implies (2), is valid for any strong
den�merable type P . We conject�re that the res�lt is tr�e for any den�merable
type fl .

Added in Proof. F. Galvin has now settled this conject�re . His proof of the
stronger res�lt will appear in a later iss�e of the B�lletin .

( Z) Added in Proof. Jean Larson has since fo�nd a m�ch simpler proof of the relation
c�` _(m, WI) 2 (m< (o). Eva Nosal has recently obtained several strong res�lts of this kind . In
partic�lar, she proved that wl+v(h+1)-n-H(2h+1, wl+v) 2 for 1<h<c� and 2<v<co. This shows,
rather s�rprisingly, that in general (2) cannot be s�bstantially improved . For example, (2) gives
cog-->(4, (05)' whereas Eva Nosal's negative res�lt gives ws-H(3, (05)' and c)lt+->(5, co5)2

	

\
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3. We shall prove the following :

THEOREM . Let a be right-SI and let fl be any strong den�merable type. If 2<k<w
and a--*(k, y)2, then

ap -~ (2k, y V cop)' .

REMARKS . (a) In (7) we �se the partition symbol with alternatives and the pre-
cise meaning of this is the following : If tp S=ap and [S]2=K, U Kl, then either

(i) there is X E [S]2k s�ch that [X] 2 a Ko , or
(ü) there is C S s�ch that tp C=y and [C] 2 c Kl , or
(iii) there is Z -- S s�ch that tp Z= cop and [Z] 2 K,
(b) If we change the hypothesis on a from right-SI to left-SI, we obtain the

analogo�s res�lt that

a# ->- (2k, y V

(c) S�ppose (2) holds for some integer h > 1 . Applying the above theorem with
k=2', a=wl+"h, fl=w y=w1+ we see that (2) also holds with h replaced by
h+1 . Since (2) holds trivially for h=1, it follows that (2) holds for all h<w•

Proof of Theorem. Let tp S=ap, [S] 2=Ko UK,. If a=1, the hypothesis
a-->(k, y)2 implies that y < 1 and (ü) above holds . Similarly, if (i=0, then (iii) holds .
We may therefore ass�me that a > 1 and # > 1 . We shall ass�me that statements
(i) and (ü) in Remark (a) above are both false and ded�ce (iii) .

Thro�gho�t the proof B denotes a fixed set of type P and the letter A(A', A,,, etc .)
always denotes a s�bset of S of type a . If x e S and i<2 we define Ki(x)={y e S :
{x, y} E Ki}, also if X -- S we define Ki(X)=n,,,x Ki(x).
(8) IfA c S, then there is X E [A]k s�ch that [X] 2 - K,

This follows from the hypothesis m-->.(k, y)2 and the ass�med falsity of (ü) .
(9) S�ppose D -- B, A,, -- S(v E D), A c S. For x c- A let

Then
M(x) _ {v c- D :tp(K,(x) n Aj > a} .

tp{x c- A :tp M(x) > tp D} > a .

We prove this first with the added ass�mption that tp D is SI . S�ppose the con-
cl�sion is false . Then tp A'> a, where A'= {x c- A : tp M(x) >tp D} . By (8) there is
X E [A']k s�ch that [X]2 C K0 . From the ass�mption that tp D is SI it follows that
there is v e D-U~Ex M(x) . Then tp (K, (x) n Aj>a for x c- X and hence
tp (K, (X) n Aj > a . Therefore, by (8) again, there is Y E [K, (X) n Ajk s�ch that
[Y]2 c K, This gives the contradiction that (X U YJ =2k and [X U Y] 2 -- K,

Ass�me now that D is any s�bset of B. Since P is strong there are sets DI , . . . ,
D„ c D s�ch that (5) and (6) hold. Applying (9) s�ccessively to D l , . . . , D,,, we
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see that there is A" c A s�ch that tp (M(x) n Di ) >tp Di for all x E A" and
i=1, . . . , n. It follows from (6) that tp M(x) >tp D for x c- A" and this completes
the proof of (9) .

As a special case of (9) (with tp D=1) we have :
(9') If A, A' -- S, then tp {x c A' : tp (K, (x) n A) > a} > a .
(10) Let F be a finite s�bset of B, S'=U (v c- B)A.,,(<), A c S. Then there are
x o E A and a strictly increasing map g :B->B s�ch that g(v)=v (v E F) and
tp (K,(x,) n A. (,, )) > a(v c- B) .

We may write B=Do V {vl} v D, V . . . V {v,,} v D,,, (<), where F={v	
v,}. For x c- A, p�t M(x)={v c- B :tp (K, (x) n A„) >a} . By a finite n�mber of
applications of (9) it follows that there is A' c A s�ch that F - M(x) for all
x c- A' . If the assertion (10) is false, then for each x E A' there is A(x) <p s�ch that
tp (M(x) n D)(x))>tp D, (x) . Since a is strongly indecomposable, there is A" C A'
s�ch that A(x)=A for all x c- A" . Then tp (M(x) n Dz)>tp D, (x E A"), a contra-
diction against (9) .

We now concl�de the proof of the theorem .
Since P is den�merable and nonzero, there is a seq�ence (y„ :n< (o) which repeats

each element of B infinitely often, i .e. s�ch that

(11)

	

1 In : y,, = v} I _ X o

	

(v c- B) .

Since tp S=af4, we may write S=S (0)=U (v c B)Av°)(<) .
Let n< a) and s�ppose we have already chosen elements xi c S(i<n) and a s�bset

(12)

	

SW = U(v E B)Avn )(<)
of S of order type afl . Since a is right-SI, Ayn ) contains a final section A' s�ch that
Avn ) n {x,, . . . , xn_1}<A' . By (10), there are x,, c- A', a strictly increasing map
gn:BBB and sets Avn+1) (v c- B) s�ch that

(13)

	

gn(Yj) = Yi

	

(i < n),

(14)

	

A(,") C Kl(xn) n A( n(v )

	

( v c B) .

From the definition of A', it follows that

(15)

	

xn E Ay ) - S (n)

	

/

and
(16)

	

xi < x n if i < n and x i E Aye`) .

S (n+1) is defined by eq�ation (12) with n replaced by n-[-1 . It follows by ind�ction
that there are xn , Av n) (v c B), S ( n) and gn s�ch that (12)-(16) hold for n<w.

Let Z={xn :n<w} . If m<n<a), then by (15), (14), and (12) we have that

xn E S(n) C S(m+1) C K1(xm) •

Therefore, [Z] 2 c K1 . To complete the proof of (iii) we have only to show that
tp Z=4 .
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By (13), we see that

(17)

	

gs-1(9J-2(" • (gi(Yi)) • • •) ) = Yi

	

(i < J < w) •
Also, if i<j, then by (12), AYE ) c Api) , where

P = gA-1(g ;-2( •

	

(gi(Y1)) . . .)) .

Since the gn are increasing f�nctions, it follows that p ~<y i according as
Therefore, by (12) we have for m, n < w

(18)

By (14) and (17) we have

By (11), the set {n :m<_n<w, y ny =yn} is infinite and therefore, by (15) and (16),

(19)

	

tp(Z n AY:) ) = a)

	

(m < a)) .

Since {y,n :m<(o}=B, it follows from (18) and (19) that the order type of Z is 0)~ .
This completes the proof of (iii) and the theorem follows .
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ÜNIVERSrTY OF CALGARY,
CALGARY, ALBERTA

A(n) C A(m)
vn

	

v .

A
vm
(m) < A(

nv
n) iff y,,.,, < Yn•

if m < n and y,n = yn .

Yj >-Yi .
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