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#### Abstract

Let $F(x)$ be a polynomial with integral coefficients of degree $d \geqslant 2$ such that $F(n) \geqslant 1$ for all $n \geqslant 1$. Let $\mathcal{O}_{F}=\{F(n)\}_{n=1}^{\infty}$. Then $F(n)$ is called prime in $\mathcal{O}_{F}$ if $F(n)$ is not the product of strictly smaller terms of $\mathscr{U}_{F}$. It is proved that if $F(x)$ is not of the form $a(b x+c)^{d}$, then almost all terms of $\mathcal{C}_{r}$ are prime in $\mathcal{C}_{F}$.


Let $\mathcal{O}=\left\{a_{n}\right\}_{n=1}^{\infty}$ be a sequence of positive integers. Then $a_{n} \in \mathcal{O}$ is called composite in $\theta$ if $a_{n}>1$ and $a_{n}$ can be written as a product of terms $a_{i} \in \mathcal{O}$ with $a_{i}<a_{n}$. If $a_{n}>1$ and $a_{n}$ is not composite in $\mathcal{O}$, then $a_{n}$ is called prime in $\mathcal{O}$. In this note we consider sequences of the form $\mathscr{O}_{F}=\{F(n)\}_{n=1}^{\infty}$, where $F(x)$ is a polynomial with integral coefficients of degree $d \geqslant 2$ such that $F(n) \geqslant 1$ for all $n \geqslant 1$. We shall prove that if $F(x)$ is not of the form $F(x)=a(b x+c)^{d}$, then almost all terms of the sequence $\mathscr{\vartheta}_{F}$ are prime in $\mathcal{O}_{F}$.

Notation. Let $F(x)$ be a polynomial with integral coefficients. Let $\rho_{F}(m)$ denote the number of solutions of the congruence $F(n) \equiv 0(\bmod m)$ with $1 \leqslant n \leqslant m$, and let $\theta_{F}(m, x)$ denote the number of solutions of the congruence $F(n) \equiv 0(\bmod m)$ with $1 \leqslant n \leqslant x$. The polynomial $F(x)$ is $(t+1)$-free if $F(x)$ is not divisible by the $(t+1)$-st power of any non-constant polynomial. We write $f \ll g$ if $|f(x)|<c|g(x)|$ for some constant $c$ and all sufficiently large $x$.

Theorem. Let $F(x)$ be a polynomial with integral coefficients of degree $d \geqslant 2$ such that $F(n) \geqslant 1$ for all $n \geqslant 1$ and such that $F(x)$ is $(t+1)$-free, where $1 \leqslant t \leqslant d-1$. Let $\Theta_{F}=\{F(n)\}_{n=1}^{\infty}$, and let $C(x)$ denote the number of $F(n)$ in $\mathcal{O}_{F}$ with $n \leqslant x$ which are composite in $\mathcal{O}_{F}$. Then

$$
C(x)<x^{(d+1)(d+2)+\varepsilon}+x^{(t / d)(2-1 /(d)+\varepsilon}
$$

for every $\varepsilon>0$. In particular, if $F(x)$ is not a constant multiple of a linear polynomial, then

$$
C(x)<x^{1-\left(1 / / d^{2}\right)+z}
$$

for every $\varepsilon>0$.
We shall require the following result.
Lemma. Let $F(x)$ be a $(t+1)$-free polynomial with integral coefficients. Then

$$
O_{F}(m, x) \ll\left(1+\frac{x}{m^{1 / t}}\right) m^{t}
$$

for every $\varepsilon>0$.
Proof. If $G(x)$ is a square-free polynomial with integral coefficients, then Nagell ([3] and [4; p. 90]) and Ore [7] have proved that, for any prime $p$ and $k \geqslant 1$,

$$
\rho_{G}\left(p^{k}\right) \leqslant d^{\prime} D^{2}
$$
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where $d^{\prime}$ is the degree and $D$ the discriminant of $G(x)$. Let $\omega(m)$ denote the number of distinct primes dividing $m$, and let $\tau(m)$ denote the number of divisors of $m$. Then $2^{\omega(m)} \leqslant \tau(m) \varangle m^{\varepsilon}$ for every $\varepsilon>0$. Since $\rho_{G}(m)$ is a multiplicative function of $m$, it follows that

$$
\begin{aligned}
\rho_{G}(m) & \leqslant\left(d^{\prime} D^{2}\right)^{\omega(m)}=2^{\operatorname{\omega oj}(m) \log _{z}\left(d^{\prime} D^{2}\right)} \\
& \leqslant \tau(m)^{\log _{z}\left(d^{\prime} D^{2}\right)} \leqslant m^{\varepsilon} .
\end{aligned}
$$

Now let $F(x)$ be a $(t+1)$-free polynomial. We can assume that the coefficients of $F(x)$ are relatively prime. Let $G(x)$ be the product of the irreducible polynomials dividing $F(x)$. Then $G(x)$ divides $F(x)$, and, since $F(x)$ is $(t+1)$-free, $F(x)$ divides $G(x)^{t}$. Let $m_{1}$ be the smallest divisor of $m$ such that $m \mid m_{1}{ }^{\text {t }}$. Then $m^{1 / 4} \leqslant m_{1}$. If $F(n) \equiv 0(\bmod m)$, then $G(n)^{r} \equiv 0(\bmod m)$. But this implies that $G(n)^{r} \equiv 0\left(\bmod m_{1}{ }^{2}\right)$ and so $G(n) \equiv 0\left(\bmod m_{1}\right)$. Therefore,

$$
\begin{aligned}
\theta_{F}(m, x) & \leqslant \theta_{G}\left(m_{1}, x\right) \\
& \leqslant\left(1+\frac{x}{m_{1}}\right) \rho_{G}\left(m_{1}\right) \\
& <\left(1+\frac{x}{m^{1 / f}}\right) m^{2}
\end{aligned}
$$

for every $\varepsilon>0$. This proves the lemma.
Proof of the Theorem. Let $F(x)$ be a $(t+1)$-free polynomial of degree $d \geqslant 2$. Fix $0<\lambda<1$. Let $C_{1}(x)$ denote the number of $n \leqslant x$ such that

$$
F(n)=F\left(u_{1}\right)\left(F u_{2}\right) \ldots F\left(u_{s}\right),
$$

where $1 \leqslant u_{i} \leqslant x^{2}$ and $1<F\left(u_{i}\right)<F(n)$ for $i=1,2, \ldots, s$. Let $C_{2}(x)$ denote the number of $n \leqslant x$ such that $F(n)$ is divisible by some $F(u)$ with $x^{2}<u \leqslant x$ and $1<F(u)<F(n)$. Then

$$
\begin{equation*}
C(x) \leqslant C_{1}(x)+C_{2}(x) . \tag{1}
\end{equation*}
$$

We first estimate $C_{1}(x)$. Let $x^{1 / d}<n \leqslant x$, and suppose that

$$
F(n)=F\left(u_{1}\right) F\left(u_{2}\right) \ldots F\left(u_{s}\right),
$$

where $1 \leqslant u_{1} \leqslant u_{2}<\ldots \leqslant u_{s} \leqslant x^{2}$ and $1<F\left(u_{i}\right)<F(n)$. Choose constants $0<\alpha<\beta$ such that

$$
\alpha n^{d}<F(n)<\beta n^{d}
$$

for all $n \geqslant 1$. Then $F(n)>\alpha n^{d}>\alpha x^{t}$ for $n>x^{f / d}$, and so

$$
\begin{equation*}
F\left(u_{1}\right) \ldots F\left(u_{r-1}\right) \leqslant \alpha x^{T}<F\left(u_{1}\right) \ldots F\left(u_{r-1}\right) F\left(u_{r}\right)=m \tag{2}
\end{equation*}
$$

for some $r \leqslant s$. Since $2^{r-1} \leqslant F\left(u_{1}\right) \ldots F\left(u_{r-1}\right) \leqslant \alpha x^{t}$, it follows that $r<\gamma \log x$ for some $\gamma>0$ and all $x>x_{0}$. Moreover, $m \mid F(n)$. For fixed $m$ of the form (2), the number of $n \leqslant x$ such that $F(n)$ is divisible by $m=F\left(u_{1}\right) \ldots F\left(u_{r}\right)$ is, by the lemma.

$$
\theta_{F}(m, x) \ll\left(1+\frac{x}{m^{1 / t}}\right) m^{2} \ll x^{\varepsilon}
$$

for every $\varepsilon>0$.

We must now estimate the number of $m$ of the form (2). Since

$$
F\left(u_{r}\right)<\beta u_{r}^{d} \leqslant \beta x^{\lambda d},
$$

it follows from (2) that

$$
\alpha^{r}\left(u_{1} u_{2} \ldots u_{r}\right)^{d} \leqslant m<\alpha \beta x^{\lambda d+t}
$$

and so

$$
u_{1} u_{2} \ldots u_{r}<\left(x^{1-r} \beta\right)^{1 / 4} x^{\lambda+(t / d)} .
$$

Given $\varepsilon>0$, choose $\delta>0$ such that $-\gamma \log (1-\delta)<\varepsilon$. There exists $N(\delta)=N>1$ such that $F(n)>(1-\delta) n^{d}$ for all $n \geqslant N$. Suppose $m=F\left(u_{1}\right) \ldots F\left(u_{r}\right)$, where

$$
u_{1} \leqslant \ldots \leqslant u_{p} \leqslant N<u_{p+1} \leqslant \ldots \leqslant u_{r} .
$$

Let $m_{0}=F\left(u_{1}\right) \ldots F\left(u_{p}\right)$ and $m_{2}=F\left(u_{p+1}\right) \ldots F\left(u_{p}\right)$. Then $m=m_{0} m_{1}$. Since $F\left(u_{i}\right) \geqslant 2$, it follows that the number of possible integers $m_{0}$ is $<(\log x)^{N} \varangle x^{2}$. Moreover,

$$
m_{1}>(1-\delta)^{r-p}\left(u_{p+1} \ldots u_{r}\right)^{d} \geqslant(1-\delta)^{r}\left(u_{p+1} \ldots u_{r}\right)^{d}
$$

and so

$$
\begin{aligned}
\left(u_{p+1} \ldots u_{r}\right)^{d} & <(1-\delta)^{-r} m_{1} \\
& <(1-\delta)^{-r \operatorname{ton} x} m_{1} \\
& <x^{\delta} m \\
& \leqslant x^{2 d+t+\varepsilon} .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
u_{p+1} \ldots u_{r} \ll x^{2+(s y d)+\varepsilon} . \tag{3}
\end{equation*}
$$

By a result of Oppenheim [5, 6] and Szekeres and Turán [8], the number of products of the form (3) is $\leqslant x^{\lambda+(t / d)+s}$. Therefore, the number of integers $m$ of the form (2) is $<x^{\lambda+(t / d)+z}$, and so

$$
\begin{equation*}
C_{1}(x) \ll x^{\lambda+(t / d)+\varepsilon} \tag{4}
\end{equation*}
$$

We shall now estimate $C_{2}(x)$. The number of $F(n)$ with $n \leqslant x$ which are divisible by some $F(u)$ with $x^{2}<u \leqslant x^{(d+1) /(d+2)}$ does not exceed

$$
\begin{aligned}
\sum_{\mu=x^{\lambda}}^{x^{(d+1) /(\alpha+2)}} \theta_{F}(F(u), x) & <\sum_{u=x^{\lambda}}^{x^{(d+1) /(d+2)}}\left(1+\frac{x}{F(u)^{1 / t}}\right) x^{\varepsilon} \\
& <x^{(d+1) /(d+2)+\varepsilon}+x^{1+\varepsilon} \sum_{u=x^{\lambda}}^{\infty} F(u)^{-1 / s} \\
& <x^{(d+1) /(d+2)+\varepsilon}+x^{1+\varepsilon} \int_{x^{x}-1}^{\infty}\left(\alpha u^{d}\right)^{-1 / t} d u \\
& <x^{(d+1) /(d+2)}+x^{1-\lambda(d / t-1)+\varepsilon} .
\end{aligned}
$$

Moreover, Anderson, Cohen, and Stothers $[\mathbf{1}, \mathbf{2}]$ have proved that the number of $F(n)$ with $n \leqslant x$ which are divisible by some $F(u)$ with $u>x^{(d+1) /(d+2)}$ is

$$
\ll x^{(d+1) /(d+2)} .
$$

Therefore,

$$
\begin{equation*}
C_{2}(x) \ll x^{(d+1) /(d+2)+\varepsilon}+x^{1-\lambda(d / i-1)+\varepsilon} . \tag{5}
\end{equation*}
$$

Combining (1), (4), and (5), we obtain

$$
C(x) \ll x^{(d+1) /(d+2)+\varepsilon}+x^{1-\lambda(d / t-1)+\varepsilon}+x^{\lambda+7 / d+\varepsilon} .
$$

The minimum of the right-hand side of this inequality occurs when

$$
\lambda=(t / d)(1-(t / d)) .
$$

This yields

$$
C(x) \ll x^{(d+1) /(d+2)+\varepsilon}+x^{(i g d)(2-1 / d)+\varepsilon} .
$$

This completes the proof of the theorem.
Corollary. Let $F(x)$ be a square-free quadratic polynomial. Then

$$
C(x) \ll x^{\frac{j}{1}+\varepsilon} .
$$

Remarks. If $F(x)=x^{2}+b x+c$, then the polynomial identity

$$
F(x) F(x+1)=F\left(x^{2}+(b+1) x+c\right)
$$

implies that the number $C(x)$ of composite numbers in $\mathcal{O}_{F}$ satisfies

$$
x^{\frac{1}{2}}<C(x) \ll x^{2+z} .
$$

The exact order of magnitude of $C(x)$ is unknown. One can conjecture that if $F(x)$ is a polynomial of degree $d \geqslant 2$ that is not of the form $a(b x+c)^{d}$, then $C(x)<x^{(1 / d)+\varepsilon}$, but this is unknown even for $d=2$. On the other hand, it is not difficult to construct monic polynomials $F(x)$ for which $C(x)=0$ for all $x$. For example, let $p$ be prime and let $F(x)=(x(x+1) \ldots(x+p-1))^{2 t}+p^{k}$ for $1 \leqslant k \leqslant l$. Then $F(n) \equiv p^{k}\left(\bmod p^{2 k}\right)$ for every $n$, but $F\left(u_{1}\right) \ldots F\left(u_{r}\right)=0\left(\bmod p^{2 k}\right)$ whenever $r \geqslant 2$, and so no $F(n)$ in $\mathcal{O}_{F}$ is composite in $\mathscr{O}_{F}$. It is an open problem to determine those polynomials $F(x)$ for which the sequence $\mathcal{O}_{F}=\{F(n)\}_{n=1}^{\infty}$ contains infinitely many numbers composite in $\mathscr{O}_{F}$.
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