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Recently we proved the following [1, Theorem 37]:
Theorem I. Let $f(z)=\sum_{k=0}^{\infty} a_{k} x^{k}, a_{0}>0, a_{k} \geqslant 0(k \geqslant 1)$ be an entire function. Denote $M(r)=\operatorname{Max}_{|z|-r}|f(z)|$, and assume that

$$
1<\limsup _{r \rightarrow \infty} \frac{\log \log M(r)}{\log \log r}=A+1<\infty
$$

and

$$
\lim _{r \rightarrow \infty} \sup _{\inf } \frac{\log M(r)}{(\log r)^{A+1}}=\frac{\alpha}{\beta} \quad(5<2 \beta<2 \alpha<\infty) .
$$

Then for every sequence of polynomials $\left\{P_{n}(x)\right\}_{n=0}^{\infty}$, of degree at most $n$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\{\left\|\frac{1}{f(x)}-\frac{1}{P_{n}(x)}\right\|_{L_{\infty \infty[0, \infty)}}\right\}^{n^{-1-\Lambda^{-1}}} \geqslant \frac{1}{e} . \tag{2}
\end{equation*}
$$

Now it is natural to ask, what conclusion one expects by replacing $2 \beta>5$ and $\beta<\alpha$ in (1) by $2 \beta>0$ and $\beta \leqslant \alpha$.

In this connection by adopting an entirely different and new approach we prove here the following more general

Theorem II. Let $f(z)=\sum_{k=0}^{\infty} a_{k} z^{k}, a_{0}>0, a_{k} \geqslant 0(k \geqslant 1)$ be an entive function, satisfying the assumption that $0<\Lambda<\infty$ and $0<\beta \leqslant \alpha<\infty$. Then for every polynomial $P_{n}(x)$ and $Q_{n}(x)$ of degrees at most $n$, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\{\left\|\frac{1}{f(x)}-\frac{P_{n}(x)}{Q_{n}(x)}\right\|_{L_{n o t 0, \infty)}}\right\}^{n^{-1-A^{-1}}} \geqslant G \tag{3}
\end{equation*}
$$

where

$$
G=\exp \left\{-\left(\frac{2}{\beta}\right)^{1 / \lambda}\left[\alpha-1+\left(\frac{2 \alpha}{\beta}\right)^{1 / 4 \alpha+1)}\right]\right\}
$$

We need the following lemma for our purpose.
Lemma [2, p. 534-35]. Let $P(x)$ be any algebraic polynomial of degree at most $n$.

If this polynomial is bounded by $M$ on an interval of total length $l$ contained in $[-1,1]$, then in $[-1,1]$.

$$
|P(x)| \leqslant M\left|T_{n}\left(4 l^{-1}-1\right)\right|
$$

where $2 T_{n}(x)=\left(x+\left(x^{2}-1\right)^{1 / 2}\right)^{n}+\left(x-\left(x^{2}-1\right)^{1 / 2}\right)^{n}$.
Proof of Theorem II. Let for a $P(x)$ and $Q(x)$ of degree at most $n$,

$$
\begin{equation*}
\left\|\frac{1}{f(x)}-\frac{P(x)}{Q(x)}\right\|_{L_{\infty[0,0, \infty]}} \leqslant \delta \tag{4}
\end{equation*}
$$

Normalize $Q(x)$, such that

$$
\begin{equation*}
\max _{[0, A]}|Q(x)|=1 \quad \text { where } \quad(\log A)^{A}=2 n \rho^{-1} \tag{5}
\end{equation*}
$$

Now by applying our lemma to Eq. (5) over the interval $[0,2 D A]$, we get

$$
\begin{equation*}
\max _{[0 ; 2 D A]}|Q(x)| \leqslant(8 D)^{n} \quad \text { where } \quad 2 \times \beta^{-1}=\left(\frac{\log D A}{\log A}\right)^{A+1} \tag{6}
\end{equation*}
$$

Then there must be a point $x_{1} \in[0, A]$, for which

$$
\begin{equation*}
\left|Q\left(x_{1}\right)\right|=1 \tag{7}
\end{equation*}
$$

From Eqs. (4) and (7), we get

$$
\begin{equation*}
\left|P\left(x_{1}\right)\right| \geqslant \frac{1}{f\left(x_{1}\right)}-\delta \tag{8}
\end{equation*}
$$

For any given $\epsilon>0$, by choosing $A$ to be large, we get from Eqs. (1) and (8)

$$
\begin{equation*}
\left|P\left(x_{1}\right)\right| \geqslant \exp \left(-(\log A)^{A+1} \beta(1+\epsilon)\right)-\delta . \tag{9}
\end{equation*}
$$

From Eqs. (4) and (6), we get for $x \in[D A, 2 D A]$

$$
\begin{equation*}
|P(x)| \leqslant|Q(x)|\left[\frac{1}{f(x)}+\delta\right] \leqslant(8 D)^{n}\left[\exp \left(-(\log D A)^{n+1} \beta(1-\varepsilon)\right)+\delta\right] \tag{10}
\end{equation*}
$$

Now we apply again our lemma to Eq. (10) over the interval $[0,2 D A]$, and obtain

$$
\begin{equation*}
\max _{[0,2 D A]}|P(x)| \leqslant(48 D)^{n}\left[\exp \left(-(\log D A)^{1+1} \beta(1-\epsilon)\right)+\delta\right] \tag{11}
\end{equation*}
$$

From Eqs. (9) and (11), we get
$\exp \left(-(\log A)^{A+1} \alpha(1+\epsilon)\right)-\delta \leqslant(48 D)^{n} \exp \left(-(\log D A)^{A+1} \beta(1-\epsilon)\right)+\delta(48 D)^{n}$,
i.e.,

$$
\begin{align*}
& \exp \left(-(\log A)^{A+1} \alpha(1+\epsilon)\right)\left[1-\frac{(48 D)^{n} \exp \left((\log A)^{A+1} \alpha(1+\epsilon)\right)}{\exp \left((\log D A)^{A+1} \beta(1-\epsilon)\right)}\right] \\
& \quad \leqslant \delta\left(1+(48 D)^{n}\right) \tag{12}
\end{align*}
$$

From Eq. (12) we obtain for all large $n$,

$$
\begin{equation*}
\delta \geqslant 4^{-1}(48 D)^{-n} \exp \left(-(\log A)^{4+1} \alpha(1+\epsilon)\right) \tag{13}
\end{equation*}
$$

Now by substituting the values of $D$ and $A$ we get the required result, i.e.,

$$
\liminf _{n \rightarrow C}\left\{\left\|\frac{1}{f(x)}-\frac{P_{n}(x)}{Q_{n}(x)}\right\|_{L_{\infty[\theta ; \infty]}}\right\}^{n^{-1-A^{-1}}} \geqslant G .
$$

where

$$
G=\exp \left\{-\left(\frac{2}{\beta}\right)^{1 / 4}\left[\alpha-1+\left(\frac{2 \alpha}{\beta}\right)^{1 /(\alpha+1)}\right]\right\}
$$
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