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1. An arithmetic function $f(n)$ is said to be additive if it satisfies the relation $f(a b)=f(a)+f(b)$ for every pair of coprime positive integers $a, b$.

In this paper we establish two results to the effect that an additive function which is not too large on many integers cannot often be large on the primes.

If $a_{1}<a_{1}<\ldots$ is a sequence of positive integers, let $A(x)$ denote the number of such integers which do not exceed $x$.

Theorem 1. Let the additive arithmetic function $f(n)$ satisfy

$$
\begin{equation*}
c_{1} \leq \frac{\left|f\left(a_{j}\right)\right|}{g\left(a_{j}\right)} \leq c_{2} \tag{1}
\end{equation*}
$$

on a sequence of positive integers $a_{1}<a_{2}<\ldots$ which satisfies $A(x) \geq \alpha x$ for all $x \geq c_{3}$. Here $\alpha>1 / 2, c_{1}, c_{2}$ and $c_{3}$ are positive constants, the function $g(x)$ is positive non-decreasing, defined for all real $x \geq 2$.

Then there are further constants $B$ and $c$ so that
(i) $g\left(x^{2}\right) \leq B g(x)$,
(ii) $\sum_{p \leqq x} \frac{1}{p}\left\|\frac{f(p)}{g(x)}\right\|^{2} \leq c$
uniformly for all $x \geq 2$. Here

$$
\|y\|=\left\{\begin{array}{lll}
1 & \text { if } & |y|>1 \\
y & \text { if } & |y| \leq 1
\end{array}\right.
$$

[^0]7 ANNALES - Sectio Mathematica - Tomus XXII-XXIII.

Note that by simple inductive argument $g(x)=O\left((\log x)^{c_{4}}\right)$ for some constant $c_{4}>0$, and (ii) then asserts that $f(p)$ is usually $O\left((\log x)^{c_{4}}\right)$ so long as $p$ does not exceed $x$.

The following variant of Theorem 1 has a weaker hypothesis but a weaker conclusion.

Theorem 2. Let the definitions of theorem 1 be in force save that hypothesis (1) is to be replaced by

$$
\begin{equation*}
\left|f\left(a_{j}\right)\right| \leq g\left(a_{j}\right) . \tag{2}
\end{equation*}
$$

Then conclusion (i) need not be valid, but there are constants $c, \beta>1$ so that the inequality
(iii) $\sum_{p \leq x} \frac{1}{p}\left\|\frac{f(p)}{g\left(x^{\beta}\right)}\right\|^{2} \leq c$
holds for all $x \geq 2$.
In particular if

$$
g(x)=\varepsilon+\max _{n \leqq x}|f(n)|>0
$$

then inequality (iii) shows that

$$
\sum_{p \leq x} \frac{|f(p)|^{2}}{p} \leq c g\left(x^{\beta}\right)^{2},
$$

and letting $\varepsilon \rightarrow 0^{+}$,

$$
\sum_{p \leqq x} \frac{|f(p)|^{2}}{p} \leq c \max _{n \leqq x^{\beta}}|f(n)|^{2}
$$

uniformly for $x \geq 2$. Replacing $x$ by $x^{1 / \beta}$ we see that so long as $x \geq 2^{\beta}$ we have

$$
\sum_{p \leqq x} \frac{|f(p)|^{2}}{p} \leq \max _{n \leqq x}|f(n)|^{2}\left(c+\sum_{x^{1 / \beta}<p \leqq x} \frac{1}{p}\right) .
$$

For $2 \leq x<2^{\beta}$ we obtain a similar result with the sum of the $p^{-1}$ on the right-hand side taken over the range $p \leq 2^{\beta}$. In either case we reach the

Corollary. There is a positive constant A so that every additive arithmetic function $f(n)$ satisfies

$$
\sum_{p \leqq x} \frac{|f(p)|^{2}}{p} \leq A \max _{n \leqq x}|f(n)|^{2} .
$$

We shall show that the constant $A$ in this corollary may in fact be given an absolute value.

The function $f(n)=\log n$ shows that apart from the value of $A$ this result is best possible.

By taking for $g(x)$ a suitable constant function we obtain from theorem 2 a new proof of the proposition that if an additive function is bounded on a sequence of positive lower density then the series
both converge.

$$
\sum_{|f(p)|>1} \frac{1}{p}, \quad \sum_{|f(p)| \leqq 1} \frac{f^{2}(p)}{p}
$$

By setting $g(x)=\varepsilon>0$ and then letting $\varepsilon$ approach zero we see that if an additive function vanishes on a sequence of positive lower density then the series

$$
\sum_{f(p) \neq 0} \frac{1}{p}
$$

converges. For other proofs of these two propositions, see for example, Elliott [5].

As a further result we show that theorem 1 does not continue to hold if one assumes only that $A(x) \geq \alpha x$ where $\alpha<1 / 2$ is allowed.

Theorem 3. Let a real number $\eta$ be given, $0<\eta<1 / 2$. Then there is an additive function $f(n)$, a positive non-decreasing function $g(x)$, two positive numbers $d_{1}$ and $d_{2}$ and a sequence of positive integers $a_{1}<a_{2}<\ldots$, so that
(iv) $d_{1}<\frac{\left|f\left(a_{j}\right)\right|}{g\left(a_{j}\right)}<d_{2}$,
(v) $A(x) \geq(1 / 2-\eta) x$
holds for all values of $x \geq 2$,
(vi) $\limsup _{x \rightarrow \infty} \frac{g\left(x^{2}\right)}{g(x)}=\infty$.

In fact we shall show that one may arrange that on a suitable unbounded sequence of $x$-values the ratio $g\left(x^{2}\right) / g(x)$ may increase at least as rapidly as any prescribed rate.
2. For the proof of theorem 1 we need two preliminary results.

Lemma 1. The inequality

$$
\sum_{p \leqq x} p\left|\sum_{\substack{n \leqq x \\ p| | n}} d_{n}-\frac{1}{p} \sum_{n \leqq x} d_{n}\right|^{2} \leq c_{5} x \sum_{n \leqq x}\left|d_{n}\right|^{2}
$$

holds for all complex numbers $d_{n}$, and real numbers $x \geq 2$. Here $p \| n$ means that $p$ divides $n$ but $p^{2}$ does not.

Proof. See Elliott [4], [5].

Lemma 2. Let $r, x$ be real numbers, $2 \leq r \leq x$. Define the (strongly-) additive function

$$
f_{r}(n)=\sum_{p \mid n, p \leqq r} f(p),
$$

and independent random variables $Y_{p}$, one for each prime $p$ not exceeding $r$, so that

$$
Y_{p}=\left\{\begin{array}{llr}
f(p) & \text { with probability } & \frac{1}{p} \\
0 & \text { with probability } & 1-\frac{1}{p}
\end{array} .\right.
$$

Then the number of integers $n$, not exceeding $x$, for which the inequality $f_{r}(n) \leq z$ is satisfied may be estimated by

$$
x P\left(\sum_{p \leqq r} Y_{p} \leq z\right)+O\left(x \exp \left(-c_{6} \frac{\log x}{\log r}\right)\right)
$$

Here $c_{6}$ and the constant implied in the error term are positive and absolute, and the result holds uniformly in all real $z$.

Proof. This result forms the fundament of the Erdös - KAc-Kubilius method of treating additive arithmetic functions. A proof may be found in Kubilius [10].

In order to establish theorem 2 we shall need, besides Lemma 2, the following result.

Lemma 3. Let $q_{1}<q_{2}<\ldots<q_{l} \leq x$ be a set of prime numbers, and let $n_{1}<n_{2}<\ldots<n_{k} \leq x$ be a sequence of positive integers, none of which is divisible by the square of any prime $q_{i}$. Define

$$
S=\sum_{i=1}^{t} \frac{1}{q_{i}}
$$

Suppose that there is no relation of the form $n_{i}=\lambda . n_{j}$ where the integer $\lambda$ is made up entirely of primes chosen from amongst the $q_{i}$.

Then there is a positive absolute constant $c_{0}$ so that the bound

$$
S^{1 / 2} \sum_{r=1}^{k} \frac{1}{n_{r}} \leq c_{0} \log x, \quad x \geq 2
$$

is satisfied.
Proof. A result of this type plays an important rôle in Behrend's treatment of primitive sequences of integers [1], and Erdös' treatment of certain distributional problems concerning additive functions ([8], see also Erdös and Wintner [9]). A proof of lemma 3 may be obtained by modifying that of lemma 5 of Elliott [6].

In theorems 1 and 2 neither the hypotheses nor the conclusions are affected by replacing $f(n)$ and $g(x)$ simultaneously with $\Theta f(n)$ and $\Theta g(x)$ for some real $\Theta$. Without loss of generality we shall therefore assume that $g(2) \geq 2$.

We begin the proof of part (i) of theorem 1, (cf. Elliott [4], [7]).
3. Let $x$ be a real number, $x \geq 2$. Let $b_{1}<b_{2}<\ldots$, run through the integers $n$ not exceeding $x$ for which one of the inequalities (1) with $n$ in place of $a_{j}$ fails. Let $\varepsilon_{1}, 0<\varepsilon_{1}<1 / 2$ be a positive number.

We apply lemma 1 with

$$
d_{n}= \begin{cases}1 & \text { if } n=b_{j} \text { for some } j, \quad \varepsilon_{1} x<n \leq x, \\ 0 & \text { otherwise. }\end{cases}
$$

Then

$$
\begin{equation*}
\sum_{p \leqq x} p\left|\sum_{\substack{b_{j} \leq x \\ p \| b_{j}}} 1-\frac{1}{p} \sum_{b_{j} \leqq x} 1\right|^{2} \leq c_{5} x^{2} \tag{3}
\end{equation*}
$$

Let $\delta$ be a positive number, to be specified presently, and let $A=\Lambda(x)$ denote the set of primes $p$ not exceeding $x$ for which the inequality

$$
\left|\sum_{\substack{b_{j} \leq x \\ p \| b_{j}}} 1-\frac{1}{p} \sum_{b_{j} \leqq x} 1\right|>\frac{\delta x}{p}
$$

is satisfied. Then according to (3)

$$
\sum_{p \geqq x, p \in \Lambda} \frac{1}{p}<c_{5} \delta^{-2} .
$$

Consider now a prime $p$, not exceeding $x^{1 / 2}$, which does not belong to A. Then

$$
\begin{aligned}
\sum_{\substack{\varepsilon_{1} x<a_{i} \leqq x \\
p \| a_{i}}} 1 & =\sum_{\substack{\varepsilon_{1} x<n \leqq x \\
p \| n}} 1-\sum_{\substack{b_{i} \leq x \\
p\| \| b_{i}}} 1 \geq\left[\frac{x}{p}\right]-\left[\frac{x}{p^{2}}\right]-\left[\frac{\varepsilon_{1} x}{p}\right]-\frac{1}{p} \sum_{b_{i} \leqq x} 1-\frac{\delta_{x}}{p} \geq \\
& \geq \frac{x}{p}\left(1-\frac{1}{\sqrt{x}}-\frac{1}{p}-\varepsilon_{1}-\left(1-\alpha-\varepsilon_{1}\right)-\delta\right)>\frac{x}{p}\left(\alpha-\varepsilon_{2}\right)
\end{aligned}
$$

for any (fixed) $\varepsilon_{2}>0$ provided only that we choose $\varepsilon_{1}$ and $\delta$ to be sufficiently small, $x$ sufficiently large, and $p$ to exceed a certain number depending only upon $\varepsilon_{2}$. Moreover, the numbers $p^{-1} a_{2}$ where $p \| a_{i}$ lie in the interval $\left(\varepsilon_{1} x p^{-},{ }^{1} x p^{-1}\right]$.

The number of $a_{j}$ not exceeding $p^{-1} x$ is

$$
A\left(\frac{x}{p}\right) \geq \alpha \frac{x}{p}
$$

provided that $x \geq c_{3}^{2}$. Since $\alpha+\left(\alpha-\varepsilon_{2}\right)>1$ if $\varepsilon_{2}$ is fixed at a sufficiently small value (here we make use of the hypothesis $\alpha>1 / 2$ ) then $p^{-1} a_{i}=a_{j}$ must hold for some pair of values $i$ and $j$, where $\varepsilon_{1} x<a_{i} \leq x$.

In view of the additive property of $f(n)$, and the fact that by construction $\left(p, a_{j}\right)=1$,

$$
\begin{equation*}
f(p)=f\left(a_{i}\right)-f\left(a_{j}\right) \tag{4}
\end{equation*}
$$

In particular

$$
\begin{equation*}
|f(p)| \leq 2 c_{2} g(x) \tag{5}
\end{equation*}
$$

We have now shown that an equation of type (4) holds for all primes $p$ not exceeding $x^{1 / 2}$ save for a set of primes $q$ which may be estimated by

$$
\sum_{q \leq x^{1 / 2}} q^{-1} \leq c_{7}
$$

We can carry out a similar procedure with $x$ replaced by $x^{2}$, and obtain

$$
\begin{equation*}
f(p)=f\left(a_{i}^{\prime}\right)-f\left(a_{j}^{\prime}\right) \tag{6}
\end{equation*}
$$

where $\varepsilon_{1} x^{2}<a_{i}^{\prime} \leq x^{2}$, for all primes $p$ not exceeding $x$ save possibly for a set of primes $q^{\prime}$ which satisfy

$$
\sum_{q^{\prime} \leq x^{1 / 2}}\left(q^{\prime}\right)^{-1} \leq c_{7}
$$

Choose a number $\gamma>0$ so small that

$$
\sum_{x^{\gamma / 2}<p \leqq x^{1 / 2}}=\log \frac{1}{\gamma}+o(1)>2 c_{7} .
$$

Then there is a prime $p$ lying in the range $x^{\gamma / 2}<p \leq x^{1 / 2}$ so that both the equations (4) and (6) hold. Eliminating $f(p)$ from such a pair of equations yields

$$
f\left(a_{i}\right)-f\left(a_{j}\right)=f\left(a_{i}^{\prime}\right)-f\left(a_{j}^{\prime}\right)
$$

or, in a more convenient arrangement,

$$
f\left(a_{i}^{\prime}\right)=f\left(a_{i}\right)+f\left(a_{j}^{\prime}\right)-f\left(a_{j}\right)
$$

Bearing in mind the property (1) of function $f(n)$,

$$
c_{1} g\left(a_{i}^{\prime}\right) \leq c_{2}\left(g\left(a_{i}\right)+g\left(a_{j}^{\prime}\right)+g\left(a_{j}\right)\right),
$$

and since $g()$ is non-decreasing

$$
\begin{aligned}
c_{1} g\left(\varepsilon_{1} x^{2}\right) & \leq 3 c_{2} g\left(x^{2-(\gamma / 2)}\right) \\
g(x) & \leq c_{8} g\left(x^{1-(\gamma / 6)}\right)
\end{aligned}
$$

uniformly for $x \geq c_{9}$. We apply this last inequality $k$ times where the (fixed) integer $k$ is chosen so that $(1-(\gamma / 6))^{k}<1 / 2$, to obtain the inequality

$$
g(x) \leq c_{8}^{k} g\left(x^{1 / 2}\right), \quad x \geq c_{10} .
$$

The validity of inequality (1) in theorem 1 is now clear, with a constant $B$ which depends upon $c_{1}, c_{2}, \alpha, c_{3}$ and the supremum of $g\left(x^{2}\right) / g(x)$ for $2 \leq x \leq c_{10}^{1 / 2}$.
4. Returning to the inequality (5) in the previous section we note the estimate

$$
\begin{equation*}
\sum_{\substack{p \leq x^{1 / 2} \\|f(p)|>2 c_{2} g(x)}} \frac{1}{p} \leq c_{7} . \tag{7}
\end{equation*}
$$

which we shall need to establish part (ii) of theorem 1.
Let $q$ run through the primes not exceeding $x^{1 / 2}$ for which the inequality $|f(q)|>2 c_{2} g(x)$ is satisfied, and which are therefore counted in (7). Let $\mu$ be a positive number, $0<\mu<1$, to be chosen presently.

For any positive integer $m_{0}$,

$$
\sum_{m=1}^{m_{0}} \sum_{(\sqrt{x})^{\mu^{m}}} \sum_{<q \leqq(\sqrt{x})^{\mu^{m}}} \frac{1}{q} \leq c_{7} .
$$

so that if $m_{0}$ is fixed at a value so large that $c_{7} / m_{0}<\alpha / 4$, then there will be an integer $m, 1 \leq m \leq m_{0}$, and a number $y=(\sqrt{x})^{\mu^{m-1}}$, so that

$$
\begin{equation*}
\sum_{y^{\mu}<q \leqq y} \frac{1}{q}<\frac{\alpha}{4} \tag{8}
\end{equation*}
$$

Note that whatever the value of $x \geq 2, m_{0}$ is fixed and $y$ exceeds a certain fixed (positive) power of $x$.

Consider those integers $a_{j}$ not exceeding $y$ for which the inequalities (1) are valid. The number of these which are divisible by the square of a prime $l>I_{0}$ is at most

$$
\sum_{l>l_{0}}\left[\frac{y}{l^{2}}\right]<\frac{\alpha y}{8}
$$

provided that we fix $l_{0}$ at a sufficiently large value. The number of $a_{j}$ which are divisible by a prime-power $l^{s}$ where $l \leq l_{0}$ and $s>s_{0}(\geq 2)$ is not more than

$$
\sum_{s>s_{0}} \sum_{l \leqq l_{0}}\left[\frac{y}{l^{s}}\right]<c_{11} y 2^{-s_{0}}<\frac{\alpha y}{8}
$$

provided that $s_{0}$ is fixed at a sufficiently large value. The number of $a_{j}$ which are divisible by one of the primes $q$ which are counted in (8) is at most

$$
\sum_{y^{\mu}<q \leq y}\left[\frac{y}{q}\right]<\frac{\alpha y}{4} .
$$

Altogether, therefore, there are at least $\alpha y / 2$ of the $a_{j}(\leq y)$ remaining on which

$$
\left|\sum_{\substack{p \mid a_{j} \\ p \leqq y^{\mu}}} f(p)\right| \leq 2 c_{2} g(x)+c_{12} \leq c_{13} g(x)
$$

where the constant $c_{12}$ depends only upon the value of $f\left(l^{s}\right)$ with $l \leq l_{0}$, $s \leq s_{0}$. Note that in this part of the argument we only need the lower bound for $f\left(a_{j}\right)$ which is given in (1) in so far as it is embodied in the estimate (8).

Let the random variables $Y_{p}$ be defined as in Lemma 2 with $x$ replaced by $y$ and $r$ by $y^{\mu}$. Let $\mu$ be fixed at a value so that the term $O\left(\exp \left(-c_{5} \mu^{-1}\right)\right)$ is less than $\alpha / 4$. Then we have the lower bound

$$
\begin{equation*}
P\left(\left|\sum_{p \leqq y^{\mu}} Y_{p}\right| \leq c_{13} g(x)\right)>\frac{\alpha}{4} \tag{9}
\end{equation*}
$$

Let $\varphi(t)=\varphi(x, t)$ denote the characteristic function of the distribution function

$$
\begin{equation*}
P\left(g(x)^{-1} \sum_{p \leqq y^{\mu}} Y_{p} \leq z\right) \tag{10}
\end{equation*}
$$

A straightforward calculation shows that it is

$$
\left.\prod_{p \leq y^{\mu}}\left(1+\frac{1}{p}\left\{\exp \frac{i t f(p)}{g(x)}\right)-1\right\}\right)
$$

Here, for $3 \leq p \leq y^{\mu}$, a typical term in the product is

$$
\exp \left(\frac{1}{p}\left\{\exp \left(\frac{\operatorname{itf}(p)}{g(x)}\right)-1\right\}+O\left(\frac{1}{p^{2}}\right)\right)
$$

so that

$$
\begin{equation*}
|\varphi(t)| \leq c_{14} \exp \left(-2 \sum_{p \leqq y^{\mu}} \frac{1}{p} \sin ^{2}\left(\frac{t f(p)}{2 g(x)}\right)\right) \tag{11}
\end{equation*}
$$

We now appeal to a relation between a distribution function $F(z)$ and its characteristic function $\psi(t)$. According to a formula which appears in

CRAMER [2] (it may readily be obtained by convoluting $F(z)$ with a normal law and applying Plancherel's relation)

$$
\begin{align*}
& \frac{1}{2 h} \int_{0}^{h}(F(w+u)-F(w-u)) d u=  \tag{12}\\
= & \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{\sin t}{t}\right)^{2} \cdot e^{-2 i t w / h} \cdot \psi\left(\frac{2 t}{h}\right) d t
\end{align*}
$$

uniformly for all real $w$ and real $h>0$. We apply this equation with $F(z)$ the distribution function at (10) so that $\psi(t)=\varphi(t), h=2 c_{13} \eta$ where $\eta>1$, and $w=0$.

According to our lower bound (9), $F(u)-F(-u)>\alpha / 4$ for $u>c_{13}$, so that the left-hand side of (12) in the case at hand exceeds $\alpha / 16$; hence

$$
\int_{-\infty}^{\infty}\left(\frac{\sin t}{t}\right)^{2}\left|\varphi\left(\frac{t}{\eta c_{13}}\right)\right| d t>\alpha \pi / 8
$$

Moreover, the contribution of the range $|t|>t_{1}=32 / \alpha$ to this last integral is not more than

$$
2 \int_{t_{1}}^{\infty} \frac{d t}{t^{2}} \leq \frac{\alpha}{16}
$$

whilst the range $|t| \leq t_{0}=\alpha / 32$ contributes at most

$$
2 \int_{0}^{t_{0}} 1 \cdot d t \leq \frac{\alpha}{16}
$$

Altogether

$$
\int_{t_{0}<\langle t| \leqq t_{1}}\left|\varphi\left(\frac{t}{\eta c_{13}}\right)\right| d t>\frac{\alpha}{4} .
$$

Hence there is a value of $\tau$ in the range $t_{0} \leq|\tau| \leq t_{1}$ for which

$$
\left|\varphi\left(\frac{\tau}{\eta c_{13}}\right)\right|>\frac{\alpha^{2}}{128},
$$

and so (in view of our upper bound (11))

$$
\sum_{p \equiv y^{u}} \frac{1}{p} \sin ^{2}\left(\frac{\tau f(p)}{2 \eta c_{13} g(x)}\right) \leq \frac{1}{2} \log \left(\frac{128 c_{14}}{\alpha^{2}}\right)=c_{15}
$$

In view of the inequality

$$
|\sin w| \geq \frac{2}{\pi}|w| \quad \text { if } \quad|w| \leq \frac{\pi}{2}
$$

we see that on the primes $p_{1}$ for which $\left|f\left(p_{1}\right)\right| \leq \pi \eta c_{13} g(x) /|\tau|=c_{16} g(x)$ we have

$$
\sum_{p_{1} \leqq y^{\mu}} \frac{1}{p_{1}} f\left(p_{1}\right)^{2} \leq c_{15} \pi^{2} \eta^{2} c_{13}^{2}|\tau|^{-2} \cdot g(x)^{2}
$$

Choose a value of $\eta$ so that $\pi \eta c_{13}|\tau|^{-1}>2 c_{2}$ (see (7) and what follows). Then if the inequality $|f(p)| \leq c_{16} g(x)$ fails, for say $p=p_{2}$, we have $\left|f\left(p_{2}\right)\right|>2 c_{2} g(x)$ and so

$$
\sum_{p_{2} \leq y^{\prime \prime}} \frac{1}{p_{2}} \leq c_{7}
$$

We have now proved that

$$
\sum_{p \leqq y^{\mu}} \frac{1}{p} \min \left(1, \frac{|f(p)|}{c_{16} g(x)}\right)^{2} \leq c_{17}
$$

Here $y^{\mu}>x^{\Theta}$ for some constant $\Theta, 0<\Theta<1$. Replacing $x$ in this last inequality by $x^{1 / \Theta}$ gives

$$
\sum_{p \leqq x} \frac{1}{p} \min \left(1, \frac{|f(p)|}{c_{16} g\left(x^{1 / \vartheta}\right)}\right)^{2} \leq c_{17}, \quad\left(x \geq x_{0}\right) .
$$

Bearing in mind (from (i)) that $g\left(x^{1 / \theta}\right) \leq c_{18} g(x)$ for some constant $c_{18}$ and all $x$ sufficiently large, we readily obtain the desired inequality (ii).

This completes the proof of theorem 1.
Proof of Theorem 2. We obtain an inequality which is to replace that of (7) using only the weaker hypothesis $\alpha>0$ rather than $\alpha>1 / 2$.

Consider the integers $n$ not exceeding $x$ which are not divisible by the square of any prime $q$ greater than $q_{0}$ and for which $|f(n)| \leq g(x)$. According to the hypothesis of theorem 2 they are in number at least

$$
\alpha x-\sum_{q>q_{0}}\left[\frac{x}{q^{2}}\right] \geq \alpha x / 2,
$$

provided that $q_{0}$ is fixed at a value sufficiently large with respect to $\alpha$. Let us denote these integers by $m_{1}<m_{2}<\ldots<m_{k}$. Indeed, replacing $x$ by $w, 2 \leq w \leq x$, in this result, making use of the nondecreasing property of the function $g\left(\right.$, and integrating by parts, we see that for all $x \geq x_{1}$,

$$
\sum_{r=1}^{k} \frac{1}{m_{r}} \geq c_{19} \log x
$$

Let $q_{1}<q_{2}<\ldots q_{t} \leq x$ run through the primes $q$ greater than $q_{0}$ for which $f(q)>2 g(x)$. If there is any equation of the form $m_{i}=\lambda m_{j}$ where $\lambda$ is made up entirely from the primes $q$ then we have $2 g(x)<f(\lambda) \leq$ $\leq\left|f\left(m_{i}\right)\right|+\left|f\left(m_{j}\right)\right| \leq 2 g(x)$, which is impossible. The conditions of lemma 3 are therefore satisfied and we see that

$$
\sum_{m=1}^{l} \frac{1}{q_{m}} \leq c_{0} \cdot c_{19}^{-2}=c_{20}
$$

Considering those primes on which $f(p)<-2 g(x)$ similarly, we deduce that

$$
\sum_{\substack{p \leq x \\|f(p)|>2 g(x)}} \frac{1}{p} \leq 2\left(c_{20}+\sum_{p \leqq q_{0}} \frac{1}{p}\right)=c_{21} .
$$

This inequality then replaces that of (7). Here $c_{21}$ depends at most upon $\alpha$ and $x_{1}$ (and so the $c_{3}$ which appears in the hypothesis involving $A(x)$ ).

The proof of theorem 2 is now readily completed along the lines of the proof of theorem 1, save that in place of the last step, (i) not being available, we set $\Theta^{-1}=\beta$.

Concerning the corollary we note that the constant $c_{12}$ which occurs in the proof of theorem 1 can be given the value

$$
c_{12}=\sum_{l \leqq l_{0}} \sum_{s \leqq s_{0}}\left|f\left(l^{s}\right)\right| \leq l_{0} s_{0} \max _{n \leqq y}|f(n)| \leq l_{0} s_{0} g(x)
$$

in this (particular) case. This establishes the inequality

$$
\sum_{p \leqq x} \frac{|f(p)|^{2}}{p} \leq A_{0} \max _{n \leqq x}|f(n)|^{2}
$$

with some absolute constant $A_{0}$, for all $x$ absolutely large: we may choose $\alpha=3 / 4$. For the remaining values of $x$ such an inequality is trivially valid.

Remark. It is perhaps worthwhile to mention here that if an additive arithmetic function $f(n)$ satisfies $|f(p)|=h(p)$ where the real function $h(x)$ is a slowly-oscillating function of $\log x$, that is $h\left(x^{y}\right) / h(x) \rightarrow 1$ as $x \rightarrow \infty$ for each fixed $y>0$, then for any $\delta, 0<\delta<1$,
so that

$$
|f(p)|^{2} \sum_{p^{\delta}<q \leqq p} \frac{1}{q} \leq 2 \sum_{q \leqq p} \frac{|f(q)|^{2}}{q}=2 B(p)^{2}
$$

$$
\limsup _{p \rightarrow \infty}|f(p)| B(p)^{-1} \leq\left(\log \frac{1}{\delta}\right)^{-1 / 2}
$$

Letting $\delta \rightarrow 0^{+}$we see that $f(p)=o(B(p)), p \rightarrow \infty$. It is now easy to check that the function $f(n)$ belongs to the class $H$ of Kubilius ([10] p. 47) and indeed that for any $\varepsilon>0$

$$
\frac{1}{B(N)^{2}} \sum_{\substack{p \equiv N \\|f(p)|>\delta B(N)}} \frac{f(p)^{2}}{p} \rightarrow 0, \quad(N \rightarrow \infty) .
$$

Hence, defining

$$
U(N)=\sum_{p \leqq N} \frac{f(p)}{p}
$$

one obtains the result

$$
\frac{1}{N} \sum_{\substack{n \leq N \\ f(n)-U(N) \leq z B(N)}} \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} e^{-u^{2} / 2} d u, \quad(N \rightarrow \infty) ;
$$

see, for example, Kubilius [10] Theorem (4.2), p. 61; or Shapiro [11]. This remark would apply to the case when $f(p)=\exp (\sqrt{\log \log p})$.

If $|f(p)| \geq \log p$ then this remark is no longer applicable, but theorems 1 and 2 can still be useful.

Proof of Theorem 3. Let $n_{1}<n_{2}<\ldots$ be a sequence of real numbers, which for the moment are only restricted by the requirements $n_{1} \geq$ $\geq 2$ and $n_{i+1}>\exp \left(n_{i}\right)$, for all $i \geq 1$.

Let $B, l$ be positive numbers, which will be fixed presently in terms of $\eta$, and which may be thought of as "large." We write $\delta$ for $e^{-1 / 2}$.

We define the sequence $a_{j}$ by induction, it is to consist of all positive integers up to and including $n_{1}$, and in the interval $n_{i}<a_{j} \leq n_{i+1}$ it is to consist of those integers which have at least one but not more than $l$ prime divisors $p$ in the range $n_{i}^{\delta}<p \leq n_{i}^{B}$, but no prime divisor $q$ in the range $n_{i+1}^{\delta}<q \leq n_{i+1}$. These prime divisors need not be distinct.

It is clear that the estimate $A(x) \geq x / 2 \geq x(1 / 2-\eta)$ holds for $\mathrm{I} \leq x \leq n_{1}$. We assume that it holds for all values of $x$ up to $n_{i}$, and prove that it also holds for $n_{i}<x \leq n_{i+1}$.

Case 1. $n_{i}<x \leq n_{1}^{B}$.
If $\delta l>B$ then for any fixed $\mu, \delta<1-\mu<1$,

$$
A(x)-A\left(n_{i}^{1-\mu}\right) \geq x-n_{i}^{1-\mu}-1-\sum_{m \leq x} 1
$$

where $\sum_{1}$ counts those integers $m, n_{i}^{1-\mu}<m \leq x$, which have no prime divisor $p$ in the range $n_{i}^{\delta}<p \leq n_{i}^{B}$. For, if an integer $m \leq x \leq n_{i}^{B}$ possesses at least $l$ prime divisors which are greater than $n_{i}^{s}$ then $n_{i}^{\delta l} \leq m \leq n_{i}^{B}, \delta l \leq B$, which is false.

For $0<\beta<1$ let $\psi\left(x, x^{\beta}\right)$ denote the number of integers not exceeding $x$ which are made up of primes not exceeding $x^{\beta}$. In the range $1 / 2<\beta<1$ there is the estimate

$$
\psi\left(x, x^{\beta}\right)=[x]-\sum_{x^{\beta}<p \leqq x}\left[\frac{x}{p}\right]=(1+\log \beta+o(1)) x
$$

as $x \rightarrow \infty$. Hence, for any fixed $\varepsilon>0$,

$$
\begin{aligned}
\sum_{m \leqq x} 1 & \leq \psi\left(x, x^{\delta}\right)-\psi\left(n_{i}^{1-\mu}, n_{i}^{(1-\mu) \delta_{1}}\right), \delta_{1}(1-\mu)=\delta, \\
& \leq(1+\log \delta+\varepsilon) x-\left(1+\log \delta_{1}-\varepsilon\right) n_{i}^{1-\mu} \leq \\
& \leq(1 / 2+\varepsilon)\left(x-n_{i}^{1-\mu}\right)+O\left((\mu+\varepsilon) n_{i}^{1-\mu}\right) \leq \\
& \leq(1 / 2+2 \varepsilon)\left(x-n_{i}^{1-\mu}\right),
\end{aligned}
$$

since $x-n_{i}^{1-\mu} \geq n_{i}-n_{i}^{1-\mu} \geq\left(n_{i}\right) / 2$ provided that $n_{1}$ is sufficiently large. Hence

$$
A(x)-A\left(n_{i}^{1-\mu}\right) \geq(1 / 2-3 \varepsilon)\left(x-n_{i}^{1-\mu}\right)
$$

and $A(x) \geq(1 / 2-\eta) x$ if $3 \varepsilon \leq \eta$, and $n_{1}$ is sufficiently large in terms of $\varepsilon$. Case 2. $n_{i}^{B}<x \leq n_{i+1}^{\delta}$.
In this case

$$
A(x)-A\left(n_{i}^{B / 2}\right) \geq x-n_{i}^{B / 2}-2-\sum_{m \leqq x} 1-\sum_{m \leqq x} 1
$$

where $\sum_{2}$ counts those integers $m, n_{i}^{B / 2}<m \leq x$, which have no prime factor $p$ in the range $n_{i}^{\delta}<p \leq n_{i}^{B}$, and $\sum_{3}$ counts those integers in the same range which have more than $l$ such factors.

Let $w_{2}(m)$ denote the number of distinct prime factors $p$ of $m$ which satisfy $n_{i}^{\delta}<p \leq n_{i}^{B / 4}$, and let $w_{3}(m)$ denote the number which lie in the larger range $n_{i}^{\delta}<p \leq n_{i}^{B}$.

The well-known method of TURÁN [11] allows one to prove that
where

$$
\sum_{n_{i}^{B / 2}<m \leqq x}\left(w_{2}(m)-S\right)^{2}=O\left(\left(x-n_{i}^{B / 2}\right) S\right)
$$

$$
S=\sum_{n_{i} \delta<p \leqq n_{i} B / 4} \frac{1}{p}=\log \frac{B}{4 \delta}+O\left(\frac{1}{\log n_{i}}\right)
$$

If $m$ is counted in $\sum_{2}$ then $w_{2}(m)=0$, and so

$$
\sum_{m \leqq x} 1=O\left(\frac{x-n_{i}^{B / 2}}{\log B}\right)<\varepsilon\left(x-n_{i}^{B / 2}\right)
$$

if $B$ has a sufficiently large value, depending upon $\varepsilon$.
From the readily obtained estimate

$$
\sum_{n_{i}^{B / 2}<m \leqq x} w_{3}(m)=O\left(\left(x-n_{i}^{B / 2}\right) \log B\right)
$$

we see that those integers $m$ which have at least $(l+1)$ distinct prime divisors in the interval ( $n_{i}^{\delta}, n_{i}^{B}$ ] are at most

$$
O\left(\frac{\log B}{l}\left(x-n_{i}^{B / 2}\right)\right)<\varepsilon\left(x-n_{i}^{B / 2}\right)
$$

in number. Those $m$ which have a divisor $p^{2}$ with $p$ in the same range are also

$$
O\left(\sum_{p>n_{i}^{\delta}} \frac{x-n_{i}^{B / 2}}{p^{2}}\right)+O\left(\frac{n_{i}^{B}}{\log n_{i}}\right)<\varepsilon\left(x-n_{i}^{B / 2}\right)
$$

in number.
Altogether, therefore

$$
A(x)-A\left(n_{i}^{B / 2}\right)>(1-3 \varepsilon)\left(x-n_{i}^{B / 2}\right)
$$

and $A(x) \geq(1 / 2-\eta) x$ once again.
Case 3. $n_{i+1}^{\delta}<x \leq n_{i+1}$.
We estimate $A(x)-A\left(n_{i+1}^{\delta / 2}\right)$ from below. Everything proceeds as in case 2 save that we must now remove those integers $m, n_{i+1}^{\delta / 2}<m \leq x$, which have a prime divisor $q$ in the range $n_{i-1}^{\delta}<q \leq n_{i+1}$. They are in number at most

$$
\begin{aligned}
& \sum_{n_{i+1}^{\delta}<q \leqq x}\left(\frac{x-n_{i+1}^{\delta / 2}}{q}+O(1)\right)<\left(x-n_{i+1}^{\delta / 2}\right)\left(\log \frac{1}{\delta}+O\left(\frac{1}{\log n_{i+1}}\right)\right)+ \\
&+O\left(\frac{x}{\log x}\right)<(1 / 2+\varepsilon)\left(x-n_{i+1}^{\delta / 2}\right)
\end{aligned}
$$

since $x<2\left(x-n_{i+1}^{\delta / 2}\right)$.
Hence

$$
A(x)-A\left(n_{i+1}^{\delta / 2}\right)>(1 / 2-4 \varepsilon)\left(x-n_{i+1}^{\delta / 2}\right)
$$

and once again $A(x) \geq(1 / 2-\eta) x$, this time if $4 \varepsilon \leq \eta$.
We fix $\varepsilon=\eta / 4, B$ in terms of $\varepsilon, l$ in terms of $B$, and $n_{1}$ in terms of $\varepsilon, B, l$ and so $\varepsilon$, so that the finitely many conditions of the type $n_{i}^{B}<n_{i+1}^{\delta / 2}$ are satisfied, and our argument works in every case.

The proof of theorem 3 is now readily completed. The additive function $f(n)$ is defined to be $\log n$ if $n \leq n_{1}$; by $f(p)=\log p$ if $n_{i}^{\delta}<p<n_{i}^{B}$ for some $i$, and to be zero otherwise.

The function $g(x)$ is defined to be $\log n_{i}$ when $n_{i}<x \leq n_{i+1}$.
An integer $a_{j}$ which lies in the range $n_{i}<a_{j} \leq n_{i+1}, i \geq 2$, has between 1 and $l$ prime factors in the range $\left(n_{i}^{\delta}, n_{i}^{B}\right]$, and none greater than $n_{i}^{B}$. Hence

$$
\delta \log n_{i} \leq\left|f\left(a_{j}\right)\right| \leq B \log n_{i}+\sum_{p \leqq n_{i-1}} \log p+\log n_{1} \leq(2 B+1) \log n_{i}
$$

provided that $n_{i}$ is sufficiently large in terms of $n_{i-1}$. This will follow from the condition $n_{i+1}>\exp \left(n_{i}\right)$ if $n_{1}$ is sufficiently large in terms of $B$. For such integers $a_{j}$ we have

$$
\delta \leq \frac{\left|f\left(a_{j}\right)\right|}{g\left(a_{j}\right)} \leq 2 B+1 .
$$

Finally, if $x_{i}=n_{i+1}-1 \geq 4$, then we have $x_{i}^{2}>n_{i+1}$, and

$$
\frac{g\left(x_{i}^{2}\right)}{g\left(x_{i}\right)} \geqslant \frac{\log n_{i+1}}{\log n_{i}} \rightarrow \infty, \quad i \rightarrow \infty,
$$

which establishes (vi).
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