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#### Abstract

Probabilistic methods are used to prove that for every $\varepsilon>0$ there exists a sequence $A_{\varepsilon}$ of squares such that every positive integer is the sum of at most four squares in $A_{\varepsilon}$ and $A_{\varepsilon}(x)=O\left(x^{3 / 8+\varepsilon}\right)$.
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The set $A$ of positive integers is a basis of order $h$ if every positive integer is the sum of at most $h$ elements of $A$. Lagrange proved in 1770 that the set of squares is a basis of order 4 . Let $A(x)$ denote the number of elements of

[^0]the set $A$ not exceeding $x$. The number of choices with repetitions of at most $h$ elements in $A$ not exceeding $x$ is the binomial coefficient $(A(x)+h, h)$. If $A$ is a basis of order $h$, then for $x$ sufficiently large and $h \geq 2$
$$
x<\binom{A(x)+h}{h}<A(x)^{h}
$$
and so $A(x)>x^{1 / h}$. In particular if $h=4$, then $A(x)>x^{1 / 4}$. But the sequence of squares $A=\left\{n^{2}\right\}_{n=1}^{\infty}$ satisfies $A(x) \sim x^{1 / 2}$. It is a natural problem [7] to look for "thin" subsequences of the squares that are still bases of order 4. We shall prove (Theorem 1) that for every $\varepsilon>0$ there exists a set $A_{\varepsilon}$ of squares such that $A_{\varepsilon}$ is a basis of order 4 and $A_{\varepsilon}(x)=O\left(x^{3 / 8+\varepsilon}\right)$. We conjecture that for every $\varepsilon>0$ there is a sequence $A^{*}$ of squares such that $A^{*}$ is a basis of order 4 and $A^{*}(x)=O\left(x^{1 / 4+\varepsilon}\right)$.

Choi et al. [3] have improved Theorem 1 in the following finite case: For every $N>1$ there is a finite set $A$ of squares such that $|A|<(4 / \log 2) N^{1 / 3} \log N$ and every nonnegative integer $n \leq N$ is the sum of four squares in $A$.

The proof of Theorem 1 uses the probabilistic method of Erdös and Rényi [4]. (The Halberstam-Roth book [6] contains an excellent exposition of this method.) Consider the following general situation. Let $F_{j}=$ $F_{j}\left(x_{1}, x_{2}, \ldots, x_{h(j)}\right)$ be a function in $h(j) \leq h$ variables, and let $\mathscr{F}=\left\{F_{j}\right\}_{j \in J}$. Let $A=\left\{a_{n}\right\}_{n=1}^{\infty}$ be a strictly increasing sequence of positive integers. Let $\mathscr{F}(A)$ denote the set consisting of all numbers of the form $F_{j}\left(a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}\right)$, where $F_{j} \in \mathscr{F}$ and $a_{n_{i}} \in A$ for $i=1,2, \ldots, h(j)$. Let $s \in \mathscr{F}(A)$ and

$$
s=F_{j}\left(a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}\right)=F_{k}\left(a_{m_{1}}, a_{m_{2}}, \ldots, a_{m_{h(k)}}\right)
$$

be two representations of $s$. These representations are disjoint if

$$
\left\{a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}\right\} \cap\left\{a_{m_{1}}, a_{m_{2}}, \ldots, a_{m_{h(k)}}\right\}=\varnothing
$$

In Lemma 1 we apply probabilistic methods to show that if $S \subseteq \mathscr{F}(A)$ and each $s \in S$ has sufficiently many pairwise disjoint representations, then there is a "thin" subsequence $A^{*}$ of $A$ such that $S \subseteq \mathscr{F}\left(A^{*}\right)$. We also use this Lemma to obtain a best possible result for sums of three squares (Theorem 2) and to obtain a "thin" version of Chen's result on Goldbach's problem (Theorem 3).

Lemma 1. Let $A=\left\{a_{n}\right\}_{n=1}^{\infty}$ be a strictly increasing sequence of positive integers such that

$$
\begin{equation*}
a_{n} \geq c_{1} n^{\alpha} \tag{1}
\end{equation*}
$$

for constants $c_{1}>0, \alpha \geq 1$, and all $n \geq 1$. Let $F_{j}=F_{j}\left(x_{1}, x_{2}, \ldots, x_{h(j)}\right)$ be a function in $h(j) \leq h$ variables, and let $\mathscr{F}=\left\{F_{j}\right\}_{j \in J}$. Suppose there exist con-
stants $c_{2}>0$ and $\beta>0$ such that, if $F_{j} \in \mathscr{F}$ and $F_{j}\left(x_{1}, x_{2}, \ldots, x_{h(j)}\right)=s$, then

$$
\begin{equation*}
x_{i} \leq c_{2} s^{\beta} \tag{2}
\end{equation*}
$$

for $i=1,2, \ldots, h(j)$. Let $\mathscr{F}(A)$ be the set consisting of all numbers of the form $F_{j}\left(a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}\right)$ with $F_{j} \in \mathscr{F}, a_{n_{i}} \in A$. For $s \in \mathscr{F}(A)$, let $R(s)$ denote the maximum number of pairwise disjoint representations of $s$ in the form $s=F_{j}\left(a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}\right)$ Let $S \subseteq \mathscr{F}(A)$. Suppose there exist constants $c_{3}>0$, $\gamma>0$, and $\gamma^{\prime}$ such that

$$
\begin{equation*}
R(s) \geq c_{3} s^{\gamma} / \log ^{\gamma^{\prime}} s \tag{3}
\end{equation*}
$$

for all $s \in S, s>1$. Then for every $\varepsilon>0$ there exist a constant $c=c(\varepsilon)>0$ and a subsequence $A^{*}$ of $A$ such that $S \subseteq \mathscr{F}\left(A^{*}\right)$ and

$$
\begin{equation*}
A^{*}(x) \leq c x^{(1 / \alpha-\gamma / \beta h+\varepsilon)} \tag{4}
\end{equation*}
$$

Proof. By the method of Erdös and Rényi [4, 6], every sequence of real numbers $p(1), p(2), \ldots$ satisfying $0 \leq p(n) \leq 1$ determines a probability measure $\mu$ on the space $\Omega$ of all strictly increasing sequences of positive integers. The measure $\mu$ has the property that, if $B^{(n)}$ denotes the set of all sequences containing $n$, then $B^{(n)}$ is measurable and $\mu\left(B^{(n)}\right)=p(n)$. Moreover, the events $B^{(1)}, B^{(2)}, \ldots$ are independent. Let $0<\varepsilon<\gamma / \beta h$. Then $\delta=$ $(\alpha \gamma / \beta h)-\alpha \varepsilon>0$. We consider the measure $\mu$ on $\Omega$ determined by the sequence of probabilities

$$
\begin{equation*}
p(n)=1 / n^{\delta}=1 / n^{(\alpha \nu / \beta h)-\alpha \varepsilon} . \tag{5}
\end{equation*}
$$

Each sequence $U=\{u(k)\}_{k=1}^{\infty} \in \Omega$ determines the subsequence $A^{U}=\left\{a_{u(k)}\right\}_{k=1}^{\infty}$ of $A$. This establishes a one-to-one correspondence between subsequences of $A$ and sequences $U$ in $\Omega$. The probability that $a_{n} \in A^{U}$ is the same as the probability that $n \in U$, which is precisely $p(n)=n^{-\delta}$.

Let $s=F_{j}\left(a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}\right) \in S$. Inequalities (1) and (2) imply that

$$
c_{1} n_{i}^{\alpha} \leq a_{n_{i}} \leq c_{2} s^{\beta}
$$

for $i=1,2, \ldots, h(j)$, and so

$$
n_{i} \leq\left(c_{2} s^{\beta} / c_{1}\right)^{1 / \alpha}=c_{4} s^{\beta / \alpha}
$$

The integers $n_{1}, n_{2}, \ldots, n_{h(j)}$ are not necessarily distinct. Let $m_{1}, m_{2}, \ldots, m_{t}$ be pairwise distinct integers such that $\left\{n_{1}, n_{2}, \ldots, n_{h(j)}\right\}=\left\{m_{1}, m_{2}, \ldots, m_{t}\right\}$. The probability that a subsequence $A^{U}=\left\{a_{u(k)}\right\}_{k=1}^{\infty}$ of $A$ contains each of the numbers $a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{n(j)}}$ is the same probability that the sequence
$U=\{u(k)\}_{k=1}^{\infty} \in \Omega$ contains each of the numbers $n_{i} \in\left\{n_{1}, n_{2}, \ldots, n_{h(j)}\right\}=$ $\left\{m_{1}, m_{2}, \ldots, m_{t}\right\}$. This probability is

$$
\begin{aligned}
p\left(m_{1}\right) p\left(m_{2}\right) \cdots p\left(m_{t}\right) & =\frac{1}{\left(m_{1} m_{2} \cdots m_{t}\right)^{\delta}} \\
& \geq \frac{1}{\left(n_{1} n_{2} \cdots n_{h(j)}\right)^{\delta}} \\
& \geq \frac{1}{\left(c_{4} s^{\beta / \alpha) \delta h(j)}\right.} \\
& \geq \frac{c_{5}}{s^{\beta \delta h / \alpha}} \\
& =\frac{c_{5}}{s^{\gamma-\beta h \varepsilon}} .
\end{aligned}
$$

Therefore, the probability that the subsequence $A^{U}$ does not contain at least one of the numbers $a_{n_{1}}, a_{n_{2}}, \ldots, a_{n_{h(j)}}$ is at most

$$
1-\frac{c_{5}}{s^{y-\beta h \varepsilon}}
$$

There are $R(s)$ disjoint representations of $s \in S$. By (3), the probability that $A^{U}$ does not contain at least one term from each of these $R(s)$ representations of $s$ is at most

$$
\left(1-c_{5} / s^{\gamma-\beta h \varepsilon}\right)^{R(s)} \leq\left(1-\left(c_{5} / s^{y-\beta h \varepsilon}\right)^{c_{33^{\gamma} / \log \gamma^{\prime} s}^{s} .}\right.
$$

The corresponding series of probabilities converges:

$$
\sum_{s=2}^{\infty}\left(1-c_{5} / s^{\gamma-\beta h \varepsilon}\right)^{c_{3} s^{\gamma} / \log y^{\prime} s}<\infty
$$

The Borel-Cantelli lemma implies that for almost all sequences $U \in \Omega$, the subsequence $A^{U}$ of $A$ represents all but finitely many $s \in S$. Adjoining a finite set to $A^{U}$, we obtain a subsequence $A^{*}$ of $A$ such that $S \subseteq F\left(A^{*}\right)$. The law of large numbers implies that for almost all $U \in \Omega$,

$$
U(x) \sim c_{6} x^{1-\delta}=c_{6} x^{1-\alpha \gamma / \beta h+\alpha \varepsilon}
$$

Since $a_{n} \geq c_{1} n^{\alpha}$ by (1), it follows that

$$
A^{U}(x) \leq U\left(\left(x / c_{1}\right)^{1 / \alpha}\right) \leq c x^{1 / \alpha-\gamma / \beta h+\varepsilon}
$$

This completes the proof of Lemma 1.
Lemma 2. Let $S=\{n \geq 1 \mid n \not \equiv 0(\bmod 4)\}$. Let $R(s)$ denote the maximum number of pairwise disjoint representations of $s$ as the sum of at most four
squares. Then for every $\varepsilon>0$ there is a constant $c=c(\varepsilon)>0$ such that

$$
R(s)>c s^{1 / 2-\varepsilon}
$$

for all $s \in S$.
Proof. Let $r_{k}(s)$ denote the number of representations of $s$ as the sum of at most $k$ squares. It is well known that $r_{2}(s) \leq c_{1} s^{\varepsilon}$ for every $\varepsilon>0$. This implies that $r_{3}(s) \leq c_{2} s^{1 / 2+\varepsilon}$, since if $s=a^{2}+b^{2}+c^{2}$, there are at most $s^{1 / 2}$ choices for $a$ and, for each $a$, we have $r_{2}\left(s-a^{2}\right) \leq c_{1} s^{\varepsilon}$ choices of $b$ and $c$.

Let $s=a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{4}^{2}$. The number of representations of $s$ as a sum of at most four squares that include the number $a_{i}$ is $r_{3}\left(s-a_{i}^{2}\right)$. It follows that the number of representations of $s$ that include at least one of the numbers $a_{1}, a_{2}, a_{3}, a_{4}$ is at most

$$
\sum_{i=1}^{4} r_{3}\left(s-a_{i}^{2}\right) \leq c_{3} s^{1 / 2+\varepsilon}
$$

There are $R(s)$ disjoint representations of $s$ as the sum of four squares, and so there are at most

$$
c_{3} s^{1 / 2+\varepsilon} R(s)
$$

representations of $s$ as a sum of four squares. But Jacobi's theorem on the number of representations of an integer as the sum of four squares implies that each $s \in S$ has at least $c_{4} s$ such representations. Therefore,

$$
c_{4} s \leq c_{3} s^{1 / 2+\varepsilon} R(s)
$$

This completes the proof of Lemma 2.
Theorem 1. For every $\varepsilon>0$ there exists a sequence $A_{\varepsilon}$ of squares such that every positive integer is the sum of at most four squares in $A_{\varepsilon}$ and $A_{\varepsilon}(x) \leq$ $c x^{3 / 8+\varepsilon}$ for some $c=c(\varepsilon)>0$.

Proof. Let $A=\left\{n^{2}\right\}_{n=1}^{\infty}$. Let $F_{j}=F_{j}\left(x_{1}, \ldots, x_{j}\right)=x_{1}+\cdots+x_{j}$, let $J=\{1,2,3,4\}$, and let $\mathscr{\mathscr { F }}=\left\{F_{j}\right\}_{j \in J}$. Lagrange's theorem asserts that $\mathscr{F}(A)=$ $\{1,2,3, \ldots\}$. Let $S=\{s \geq 1 \mid s \not \equiv 0(\bmod 4)\}$. We apply Lemma 1 with $\alpha=2$, $\beta=1, h=4$, and, by Lemma 2, with $\gamma=\frac{1}{2}-\varepsilon$. Then there is a sequence $A^{*}$ of squares such that each $s \in S$ is a sum of four squares in $A^{*}$ and

$$
A^{*}(x) \leq c x^{1 / 2-[1 / 2-\varepsilon] / 4+\varepsilon}=c x^{3 / 8+5 \varepsilon / 4}
$$

Let $A_{\varepsilon}=\left\{2^{k} a \mid a \in A^{*}, k \geq 0\right\}$. Let $n \geq 1$. Then $n=4^{k} s$ for some $s \in S$. There exist $j \in J$ and $a_{1}, \ldots, a_{j} \in A^{*}$ such that $s=\sum_{i=1}^{j} a_{i}^{2}$. Then $2^{k} a_{i} \in A_{\varepsilon}$ and $\sum_{i=1}^{j}\left(2^{k} a_{i}\right)^{2}=4^{k} \sum_{i=1}^{j} a_{i}^{2}=4^{k} S=n$. Therefore, each $n \geq 1$ is a sum of at
most four squares in $A_{\varepsilon}$. Moreover, if $2^{k} a \leq x$, then $k \leq \log x / \log 2$ and so

$$
\begin{aligned}
A_{\varepsilon}(x) & \leq\left(1+\frac{\log x}{\log 2}\right) A^{*}(x) \leq\left(1+\frac{\log x}{\log 2}\right) c x^{3 / 8+5 \varepsilon / 4} \\
& \leq c x^{3 / 8+2 \varepsilon}
\end{aligned}
$$

Replacing $\varepsilon$ by $\varepsilon / 2$ completes the proof of Theorem 1 .
Theorem 2. For every $\varepsilon>0$ there exists a sequence $B_{\varepsilon}$ of squares such that every positive integer $n \neq 4^{k}(8 m+7)$ is the sum of at most three squares in $B_{\varepsilon}$ and

$$
B_{\varepsilon}(x) \leq c x^{1 / 3+\varepsilon} \quad \text { for some } \quad c=c(\varepsilon)>0
$$

Proof. Let $A=\left\{n^{2}\right\}_{n=1}^{\infty}$. Let $F_{j}=x_{1}+\cdots+x_{j}$ for $j \in J=\{1,2,3\}$, and let $\mathscr{F}=\left\{F_{j}\right\}_{j \in J}$. Gauss showed that $\mathscr{F}(A)$ consists of all positive integers not of the form $4^{k}(8 m+7)$. Let $S=\{s \geq 1 \mid s \neq 0,4,7(\bmod 8)\}$. Then $S \subseteq$ $\mathscr{F}(A)$. Siegel [8] and Bateman [1] showed that for every $\varepsilon>0$ and $s \in S$ there are at least $c_{1} s^{1 / 2-\varepsilon}$ representations of $s$ as a sum of three squares. The argument used to prove Lemma 2 shows that if $s \in S$, then $s$ has at least $c_{2} s^{1 / 2-\varepsilon}$ pairwise disjoint representations as a sum of three squares. We apply Lemma 1 with $\alpha=2, \beta=1, h=3$, and $\gamma=\frac{1}{2}-\varepsilon$. This yields a subsequence $A^{*} \subseteq A$ such that $S \subseteq \mathscr{F}\left(A^{*}\right)$ and

$$
A^{*}(x) \leq c x^{1 / 2-[1 / 2-\varepsilon] / 3+\varepsilon}=c x^{1 / 3+4 \varepsilon / 3}
$$

If $n \in \mathscr{F}(A)$, then $n=4^{k} s$ for some $k \geq 0$ and $s \in S$. Let $B_{\varepsilon}=\left\{2^{k} a \mid k \geq 0\right.$, $\left.a \in A^{*}\right\}$. Then $\mathscr{F}\left(B_{\varepsilon}\right)=\mathscr{F}(A)=\left\{a^{2}+b^{2}+c^{2} \mid a, b, c, \geq 0\right\} \quad$ and $B_{\varepsilon}(x) \leq$ $c^{\prime}(\log x) A^{*}(x) \leq c x^{(1 / 3)+2 \varepsilon}$. This completes the proof of Theorem 2.

Theorem 3. Let $C$ consist of all numbers of the form $p$ or $p q$, where $p$, $q$ are odd primes. Then for every $\varepsilon>0$ there is a set $C_{\varepsilon} \subseteq C$ such that every sufficiently large even integer is the sum of two elements of $C_{\varepsilon}$ and

$$
C_{\varepsilon}(x) \leq c x^{1 / 2+\varepsilon}
$$

Proof. Chen [2,5] proved that every even number $n \geq n_{0}$ has at least $c_{1} n / \log ^{2} n$ representations as the sum of two elements of $C$. These representations are pairwise disjoint. Apply Lemma 1 with $\alpha=1, \beta=1, h=2$, and $\gamma=1$. This yields a sequence $C_{\varepsilon} \subseteq C$ such that every even number $n \geq n_{0}$ is the sum of two elements of $C_{\varepsilon}$ and $C_{\varepsilon}(x) \leq c x^{1 / 2+\varepsilon}$. This completes the proof of Theorem 3.
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